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Preface

Over the last two decades, surface plasmon resonance
(SPR) sensors have attracted a great deal of attention.
A myriad of research reports have appeared describ-
ing advancements in SPR sensor technology and its
applications. SPR sensor technology has been com-
mercialized and SPR biosensors have become a central
tool for characterizing and quantifying biomolecular
interactions.

This book is intended to provide a comprehensive
treatment of the field of SPR sensors. It is hoped that
the material is sufficiently detailed to be of real value
to both people involved directly with SPR sensors and to people using similar
sensing methods.

The book is divided into three parts. Part I introduces readers to the fun-
damental principles of surface plasmon resonance (bio)sensors and covers the
electromagnetic theory of surface plasmons, the theory of SPR sensors and in-
cludes an analysis of molecular interactions at sensor surfaces. Part II presents
a review of the state-of-the-art in the development of two key elements of SPR
biosensors: optical instrumentation and functionalization methods. Part III
discusses applications of SPR biosensors. The part begins with a chapter de-
voted to applications of SPR sensors to research in molecular interactions. The
following chapters discuss progress towards developing SPR biosensor-based
detection systems suitable for field use and applications of SPR biosensors
for the detection of chemical and biological analytes related to environmental
monitoring, food safety and security, and medical diagnostics.

I would like to thank all of the contributors from around the world who have
contributed material to this book. I am also indebted to Prof. Otto S. Wolfbeis,
Editor of the Springer Series on Chemical Sensors and Biosensors and Peter
W. Enders, Senior Executive Editor, Springer, for their support of this project.
My special thanks go to my wife Hana, without whom this book could not have
been written.

Prague, July 2006 Jǐrí Homola
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1
Introduction

The first documented observation of surface plasmons dates back to 1902,
when Wood illuminated a metallic diffraction grating with polychromatic
light and noticed narrow dark bands in the spectrum of the diffracted light,
which he referred as to anomalies [1]. Theoretical work by Fano [2] con-
cluded that these anomalies were associated with the excitation of electro-
magnetic surface waves on the surface of the diffraction grating. In 1958
Thurbadar observed a large drop in reflectivity when illuminating thin metal
films on a substrate [3], but did not link this effect to surface plasmons. In
1968 Otto explained Turbadar’s results and demonstrated that the drop in the
reflectivity in the attenuated total reflection method is due to the excitation of
surface plasmons [4]. In the same year, Kretschmann and Raether reported
excitation of surface plasmons in another configuration of the attenuated
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total reflection method [5]. The pioneering work of Otto, Kretschmann, and
Raether established a convenient method for the excitation of surface plas-
mons and their investigation, and introduced surface plasmons into modern
optics (see, for example [6], and [7]). In the late 1970s, surface plasmons were
first employed for the characterization of thin films [8] and the study of pro-
cesses at metal boundaries [9].

In this chapter we present an electromagnetic theory of surface plasmons
based on theoretical analysis of light propagation in planar metal/dielectric
waveguides. The main characteristics of surface plasmons propagating along
metal–dielectric and dielectric–metal–dielectric waveguides are introduced
and methods for optical excitation of surface plasmons are discussed.

2
Theory of Planar Metal/Dielectric Waveguides

In this section, we present an electromagnetic theory of optical waveguides
based on solving Maxwell’s equations using the modal method [10–12]. In
this approach, the electric and magnetic field vectors E and H are each ex-
pressed as a sum of field contributions, one part representing power that is
guided along the waveguide, the remaining part representing power that is
radiated from the waveguide [10]:

E(r, t) = EG(r, t) + ER(r, t) , (1)

H(r, t) = HG(r, t) + HR(r, t) , (2)

where subscript G and R denote the guided and radiation fields, r is space vec-
tor and t is time. The guided, or bound, portion can be expressed as a finite
sum of guided modes:

EG(r, t) =
∑

j

αjEj(r, t) , (3)

HG(r, t) =
∑

j

αjHj(r, t) , (4)

where j is a mode number ( j = 1, 2, ..., M) and αj are modal amplitudes. The
modal fields Ej(r, t) and Hj(r, t) are solutions to source-free Maxwell equa-
tions:

∇ ×E(r, t) + µ
∂H(r, t)

∂t
= 0 , (5)

∇ · (µH(r, t)
)

= 0 , (6)

∇ ×H(r, t) – ε0ε(r)
∂E(r, t)

∂t
= 0 , (7)

∇ · (ε0ε(r)E(r, t)
)

= 0 , (8)
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where µ is magnetic permeability, ε is relative permittivity (dielectric con-
stant) of the medium, and ε0 is the free-space permittivity. For non-magnetic
materials, which commonly constitute an optical waveguide, the magnetic
permeability µ is equal to the free-space permeability µ0. Assuming a wave-
guide consisting of linear isotropic media, we can reduce Maxwell’s (Eqs. 5–8)
to the vector wave equations:

∆E(r, t) – ε0ε(r)µ0
∂2E(r, t)

∂t2 = ∇ (E(r, t) ·∇ ln ε0ε(r)
)

, (9)

∆H(r, t) – ε0ε(r)µ0
∂2H(r, t)

∂t2 = (∇ ×H)× (∇ ln ε0ε(r)
)

, (10)

where the vector differential operators ∇ and ∆ are defined as follows:

∇f =
δf
δx

x0 +
δf
δy

y0 +
δf
δz

z0 , (11)

∇ ·A =
δAx

δx
+

δAy

δy
+

δAz

δz
, (12)

∇ ×A =
(

δAy

δz
–

δAz

δy

)
x0 +

(
δAz

δx
–

δAx

δz

)
y0 +

(
δAx

δy
–

δAy

δx

)
z0 , (13)

∆A =
(

∂2Ax

∂x2 +
∂2Ax

∂y2 +
∂2Ax

∂z2

)
x0 +

(
∂2Ay

∂x2 +
∂2Ay

∂y2 +
∂2Ay

∂z2

)
y0

+
(

∂2Az

∂x2 +
∂2Az

∂y2 +
∂2Az

∂z2

)
z0 , (14)

and f and A = (Ax, Ay, Az) are scalar and vector functions on cartesian coor-
dinates (x, y, z) and x0, y0 and z0 are unit vectors. If we assume translational
invariance of the waveguide in the z-direction, propagation along the z-
direction, and time dependence of the field vectors in the form of exp(– iωt),
where ω is the angular frequency and i =

√
– 1, the modal fields can be ex-

pressed in the separable form:

E = e (x, y) exp
(
i(βz – ωt)

)
=
{

et(x, y) + ez(x, y)z0
}

exp
(
i(βz – ωt)

)
, (15)

H = h (x, y) exp
(
i(βz – ωt)

)
=
{

ht(x, y) + hz(x, y)z0
}

exp
(
i(βz – ωt)

)
,

(16)

where β denotes the propagation constant of a mode and subscript t denotes
the transversal component of field vectors. For the modal fields described by
Eqs. 15 and 16, the vector wave equations can be reduced to:
{
∆t + ω2εε0µ0 – β2} e = – {∇t + iβz} {et∇t ln εε0

}
, (17)

{
∆t + ω2εε0µ0 – β2} h = – (∇t ln εε0)× ({∇t + iβz}×h

)
. (18)
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These vector wave equations are a restatement of Maxwell’s equations for an
arbitrary refractive index profile. Subject to the requirements that the modal
fields are bounded everywhere and decay sufficiently fast at large distances
from the waveguide, these equations contain all of the information necessary
to determine the modal fields and propagation constants of all the guided
modes of the waveguide.

Let us consider an optical waveguide consisting of three homogeneous me-
dia (Fig. 1) with a permittivity profile:

ε(x) = ε3 = n2
3 , x > d , (19)

ε(x) = ε2 = n2
2 , – d ≤ x ≤ d , (20)

ε(x) = ε1 = n2
1 , x < – d , (21)

where d is the waveguiding layer half-width and εi and ni (i = 1, 2, 3) are gen-
erally complex permittivities and refractive indices (hereafter, we shall be
using ε for the relative permittivity unless stated otherwise).

By orienting cartesian axes as shown in Fig. 1, the field vectors depend on
x and z only and Eqs. 15 and 16 can be written as:

E = e (x) exp
(
i(βz – ωt)

)
, (22)

H = h (x) exp
(
i(βz – ωt)

)
, (23)

In each medium the ∇t ln ε term vanishes and each cartesian field component
satisfies a simplified wave equation:

{
∆t + ω2εε0µ0 – β2} ei = 0 , (24)
{
∆t + ω2εε0µ0 – β2} hi = 0 , (25)

where i = x, y, z.
The solution of Eqs. 24 and 25 yields two linearly independent sets of

modes. One set with hz = 0 everywhere, referred as to transverse magnetic
(TM); the other with ez = 0 everywhere, referred as to transverse electric (TE).
Substitution of the field profiles Eqs. 22 and 23 into Eqs. 24 and 25, respec-

Fig. 1 Section of a planar waveguide with a step refractive index profile
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tively, yields for the transversal components of the field vectors:

∂2ey(x)

∂x2 + (ω2εε0µ0 – β2)ey(x) = 0 ; for the TE modes , (26)

∂2hy(x)

∂x2 + (ω2εε0µ0 – β2)hy(x) = 0 ; for the TM modes . (27)

In each medium the solution of wave Eqs. 26 and 27 can be expressed as
a linear combination of functions: exp(iκix) and exp(– iκix), where κ2

i =
ω2εiε0µ0 – β2 (i = 1, 2, 3). The other non-zero components of the field vectors
can be determined from Eqs. 5 and 7. This yields:

TE modes: ey(x) = a+
i exp(iκix) + a–

i exp(– iκix) , (28)

hx(x) =
β

µ0ω

[
a+

i exp(iκix) + a–
i exp(– iκix)

]
, (29)

hz(x) = –
κi

µ0ω

[
a+

i exp(iκix) – a–
i exp(– iκix)

]
, and (30)

TM modes: hy(x) = b+
i exp(iκix) + b–

i exp(– iκix) , (31)

ex(x) = –
β

εiε0ω

[
b+

i exp(iκix) + b–
i exp(– iκix)

]
, (32)

ez(x) =
κi

εiε0ω

[
b+

i exp(iκix) – b–
i exp(– iκix)

]
. (33)

Outside the waveguiding layer, modal fields bound to the waveguide are
described by only one of these solutions and decay exponentially with an
increasing distance from the waveguide. Consequently, in each pair of ampli-
tudes a+

1 and a–
1 and a+

3 and a–
3, one amplitude is equal to zero for TE modes,

and in each pair of amplitudes b+
1 and b–

1 and b+
3 and b–

3, one amplitude is
equal to zero for TM modes. The boundary conditions of Maxwell’s equa-
tions require that the components of the electric and magnetic field intensity
vectors parallel to the boundaries of the waveguiding layer are continuous
at the boundaries (x = d and x = – d). These boundary conditions present
a homogenous series of four linear equations for four unknown amplitudes,
which yields a non-zero solution only if the determinant of the matrix of co-
efficients is equal to zero. This requirement leads to the eigenvalue equations:

tan(κd) =
γ1/κ + γ3/κ

1 – (γ1/κ)(γ3/κ)
; for the TE modes , (34)

tan(κd) =
γ1ε2/κε1 + γ3ε2/κε3

1 – (γ1ε2/κε1)(γ3ε2/κε3)
; for the TM modes , (35)

where κ2 = ω2ε2ε0µ0 – β2 and γ 2
1,3 = β2 – ω2ε1,3ε0µ0.
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The eigenvalue Eqs. 34 and 35 are transcendental equations for unknown
modal propagation constants. After solving the eigenvalue equations, the field
profiles can be determined by substituting the values of modal propagation
constants β into the boundary conditions and calculating the amplitudes a+

i
and a–

i for TE modes and b+
i and b–

i for TM modes (i = 1, 2, 3).
If the media constituting the waveguide are lossless (ε1, ε2, and ε3 are real

positive numbers), the propagation constants are also real. Propagation con-
stants of modes of a waveguide containing absorbing media (e.g., metal) are
complex. The propagation constant is related to the modal effective index nef
and modal attenuation b as follows:

nef =
c
ω

Re {β} , (36)

b = Im{β} 0.2
ln 10

, (37)

where Re{} and Im{} denote the real and imaginary parts of a complex num-
ber, respectively, and c denotes the speed of light in vacuum; the modal
attenuation b is in dB cm–1 if β is given in m–1.

2.1
Surface Plasmons on Metal–Dielectric Waveguides

A waveguide consisting of a semi-infinite metal with a complex permittivity
εm = ε′

m + iε′′
m, and a semi-infinite dielectric with permittivity εd = ε′

d + iε′′
d,

where ε′
i and ε′′

i are real and imaginary parts of εi (i is m or d), see Fig. 2, can
be treated as a limiting case of a three-layer waveguide (Fig. 1) with a metal
substrate, a dielectric superstrate, and a waveguiding layer with a thickness
equal to zero.

The propagation constants of the guided modes propagating along such
a structure are the solutions of Eqs. 34 and 35, which for d = 0 can be rewrit-
ten as:

γm = – γd ; for the TE modes , (38)
γm

εm
= –

γd

εd
; for the TM modes , (39)

where γ 2
i = β2 – ω2µ0ε0εi (i is m or d). The eigenvalue equation for TE modes

(1.38) yields no solution that would represent a bounded mode. The TM

Fig. 2 A metal–dielectric waveguide
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mode eigenvalue (Eq. 39) can be reduced to:

β =
ω

c

√
εdεm

εd + εm
= k
√

εdεm

εd + εm
, (40)

where c is the speed of light in vacuum and k = 2π/λ is the free-space
wavenumber, where λ is the free-space wavelength [6, 7]. For lossless metal
and dielectric (ε′′

m = ε′′
d = 0), Eqs. 39 and 40 represent a guided mode, provid-

ing that the permittivities ε′
m and ε′

d are of opposite signs, and that ε′
m < – ε′

d.
This guided mode is sometimes referred as to the Fano mode [7]. As the per-
mittivity of dielectric materials is usually positive, for the Fano mode to exist,
the real part of the permittivity of the metal needs to be negative. For metals
following the free-electron model [13]:

εm = ε0

(
1 –

ω2
p

ω2 + iων

)
, (41)

where ν is the collision frequency and ωp is the plasma frequency:

ωp =

√
Ne2

ε0me
, (42)

where N is the concentration of free electrons, and e and me are the electron
charge and mass, respectively, this requirement is fulfilled for frequencies
lower than the plasma frequency of the metal. As shown in Fig. 3 metals such
as gold, silver and aluminum exhibit a negative real part of permittivity in
visible and near infrared region of the spectrum.

Absorption, which in reality always exists, introduces a non-zero imagi-
nary part into the permittivity of metals (Fig. 3, lower plot) and permits the
existence of guided modes even for ε′

m >– εd. These modes, sometimes re-
ferred as to evanescent modes [7], exhibit a very high attenuation and are
therefore less practically important. In this work, we shall refer to all of the
guided modes described by eigenvalue (Eq. 40) as surface plasmons (SP).

If the real part of the permittivity of the metal is negative and its magni-
tude is much larger than the imaginary part

∣∣ε′
m

∣∣� ε′′
m, the complex propa-

gation constant of the surface plasmon given by Eq. 40 can be expressed as:

β = β′ + iβ′′ .
=

ω

c

√
ε′

mεd

ε′
m + εd

+ i
ε′′

m

2(ε′
m)2

ω

c

(
ε′

mεd

ε′
m + εd

)3/2

, (43)

where β′ and β′′ denote the real and imaginary parts of the propagation con-
stant β [6]. As follows from Eq. 43, the imaginary part of the permittivity
of metal ε′′

m causes the propagation constant of a surface plasmon to have
a non-zero imaginary part, which is associated with attenuation of the sur-
face plasmon. The attenuation is sometimes characterized by the propagation
length L, which is defined as the distance in the direction of propagation at
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Fig. 3 Permittivity of gold, silver and aluminum as a function of wavelength. Real part
of permittivity (upper plot) and imaginary part of permittivity (lower plot). Data deter-
mined ellipsometrically or taken from [14]

which the energy of the surface plasmon decreases by a factor of 1/e:

L = 1/
[
2β′′] . (44)

Spectral dependencies of the effective index, attenuation, and propagation
length of a surface plasmon supported by gold, silver and aluminum are
shown in Fig. 4.

As follows from Fig. 4, the existence of a surface plasmon on a metal–
dielectric interface is confined to wavelengths longer than a certain critical
wavelength, which depends on the plasma frequency and is specific to the
metal. For metals such as gold, silver, and aluminum this critical wavelength
lies in the UV or visible region. The effective index of a surface plasmon
is larger than the effective index of a light wave in the dielectric medium
and decreases with increasing wavelength. Attenuation of a surface plasmon
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Fig. 4 Effective index, attenuation and propagation length of a surface plasmon prop-
agating along the interface between a dielectric (refractive index 1.32) and a metal as
a function of wavelength calculated for gold (Au), silver (Ag), and aluminum (Al)
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follows the same trend. As the attenuation of a surface plasmon is propor-
tional to ε′′

m/ε′2
m, the effect of the imaginary part of the permittivity of the

metal can be outweighed by the real part of the permittivity. For instance,
aluminum exhibits a much larger imaginary part of permittivity than silver.
However, the surface plasmons on silver and aluminum suffer approximately
the same attenuation at a wavelength of 600 nm as the real part of the per-
mittivity of aluminum is much larger than that of silver. In the wavelength
range 550–1000 nm, typical propagation lengths of surface plasmons are
0.6–50 µm, 4–50 µm, and 6–14 µm, for gold, silver and aluminum, respec-
tively.

The distribution of electric and magnetic intensity vectors of a surface
plasmon can be obtained from Eqs. 31–33:

hy(x) = A exp(γmx) for x < 0 and

hy(x) = A exp(– γdx) for x > 0 (45)

ex(x) = A
β

ωεmε0
exp(γmx) for x < 0 and

ex(x) = A
β

ωεdε0
exp(– γdx) for x > 0 (46)

ez(x) = A
γm

ωεmε0
exp(γmx) for x < 0 and

ez(x) = – A
γd

ωεdε0
exp(– γdx) for x > 0 , (47)

where:

γm = ik
εm√

εm + εd
and γd = ik

εd√
εm + εd

, (48)

and the signs of the square roots in Eq. 48 are chosen so that the real parts of
γm and γd are positive. A denotes the modal field amplitude.

As follows from Fig. 5, the electromagnetic field of a surface plasmon
reaches its maximum at the metal–dielectric interface and decays into both
media. The field decay in the direction perpendicular to the metal–dielectric
interface is characterized by the penetration depth Lp, which is defined as the
distance from the interface at which the amplitude of the field decreases by
a factor of 1/e:

Lpm = 1/ Re {γm} and Lpd = 1/ Re {γd} (49)

The spectral dependence of the penetration depth of a surface plasmon at
the interface between gold and a non-dispersive medium with a refractive
index of 1.32 is shown in Fig. 6. As follows from Fig. 6, with an increasing
wavelength, the portion of the electromagnetic field carried in the dielec-
tric increases and the field of the surface plasmon extends farther into the
dielectric.
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Fig. 5 Distribution of electric and magnetic field of a surface plasmon at the interface of
gold (εm = – 25 + 1.44i) and dielectric (refractive index 1.32), wavelength 800 nm
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Fig. 6 Penetration depth of a surface plasmon into the metal (upper plot) and dielectric
(lower plot) as a function of wavelength for a surface plasmon propagating along the in-
terface of gold and a dielectric (refractive index 1.32)

2.2
Surface Plasmons on Dielectric–Metal–Dielectric Waveguides

Another example of a planar waveguide supporting surface plasmons is a thin
metal film sandwiched between two semi-infinite dielectric media (Fig. 7).
If the metal film is much thicker than the penetration depth of a surface
plasmon at each metal–dielectric interface, this waveguide supports two TM
modes, which correspond to two surface plasmons at the opposite boundaries
of the metal film. When the metal thickness decreases, coupling between the
two surface plasmons occurs, giving rise to mixed modes of electromagnetic
field.
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The modes of a dielectric–metal–dielectric waveguide can be found by
solving the eigenvalue (Eq. 35). Numerical solutions of this eigenvalue equa-
tion for a symmetric waveguide structure (nd1 = nd2) are shown in Fig. 8.
For any thickness of the metal film, there are two coupled surface plasmons,
which are referred as to the symmetric and antisymmetric surface plasmons,

Fig. 7 Thin metal layer sandwiched between two dielectrics

Fig. 8 Effective index and modal attenuation of surface plasmons propagating along a thin
gold film (εm = – 25 + 1.44i) sandwiched between two identical dielectrics (nd1 = nd2 =
1.32) as a function of the thickness of the gold film; wavelength 800 nm
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based on the symmetry of the magnetic intensity distribution [14, 15]. The
symmetric surface plasmon exhibits effective index and attenuation, which
both increase with an increasing metal film thickness. The effective index
and attenuation of the antisymmetric surface plasmon decrease with an in-
creasing thickness of the metal film. If the waveguide is asymmetric, the
effective index of the symmetric surface plasmon decreases with a decreas-
ing metal film thickness and at a certain metal film thickness, the symmetric
surface plasmon ceases to exist as a guided mode, Fig. 9, (this phenomenon
is referred as to the mode cut-off). The symmetric surface plasmon exhibits
a lower attenuation than its antisymmetric counterpart and therefore it is
sometimes referred as to a long-range surface plasmon [16], while the anti-
symmetric mode is referred as to a short-range surface plasmon [14, 15].

Figures 10 and 11 show the field vector profiles of the symmetric and anti-
symmetric surface plasmons on a thin gold film surrounded by two identical
dielectrics. The profiles of magnetic intensity hy of symmetric and antisym-
metric plasmons are symmetric or antisymmetric with respect to the center

Fig. 9 Effective index and modal attenuation of surface plasmons propagating along
a thin gold film (εm = – 25 + 1.44i) sandwiched between two dielectrics (nd1 = 1.32 and
nd2 = 1.35) as a function of the thickness of the gold film; wavelength 800 nm
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Fig. 10 Field profile of a symmetric surface plasmon on a thin gold film (εm = – 25 + 1.44i)
sandwiched between two identical dielectrics (nd1 = nd2 = 1.32), thickness of the gold film
20 nm, wavelength 800 nm
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Fig. 11 Field profile of an antisymmetric surface plasmon on a thin gold film (εm = – 25 +
1.44i) sandwiched between two identical dielectrics (nd1 = nd2 = 1.32), thickness of the
gold film 20 nm, wavelength 800 nm
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of the metal. The field of the symmetric surface plasmon penetrates deeper
into the dielectric media than that of the antisymmetric surface plasmon.

3
Surface Plasmons on Waveguides with a Perturbed Refractive Index Profile

Surface plasmons are characterized by a (complex) propagation constant and
a distribution of their electromagnetic field. The propagation constant is a so-
lution of an appropriate eigenvalue equation and depends on the refractive
index profile of the waveguide and angular frequency of surface plasmon.
If the refractive index profile of the waveguide is perturbed, the propaga-
tion constant of the surface plasmon changes. The relationship between the
change in the propagation constant of a surface plasmon and a perturba-
tion in the refractive index profile can be analyzed using the perturbation
theory [10].

In the perturbation theory, we assume that the magnetic field vector hy of
a surface plasmon supported by a general planar waveguide with and with-
out the refractive index profile perturbation is described by Eq. 18. For the
unperturbed and perturbed waveguide with permittivity profiles ε(x) and
ε̄(x) = ε(x) + δε(x), respectively, this equation can be rewritten as:

{
∂2

∂x2 + ω2εµ – β2
}

hy =
∂ ln ε

∂x
∂

∂x
hy for the unperturbed waveguide, and

(50)
{

∂2

∂x2 + ω2εµ – β
2
}

hy =
∂ ln ε

∂x
∂

∂x
hy for the unperturbed waveguide,

(51)

where β and hy denote the perturbed modal propagation constant and modal
field, respectively. If we multiply Eq. 50 with hy/ε̄, Eq. 51 with hy/ε, subtract
the two equations, and integrate the resulting equation over the cross-section
of the waveguide A∞, we obtain [17]:

β2 – β
2

=

β2
∫

A∞

( 1
ε̄

– 1
ε

)
hyh̄y dA +

∫
A∞

( 1
ε̄

– 1
ε

) ∂hy
∂x

∂h̄y
∂x dA

∫
A∞

1
ε̄

hyh̄y dA
. (52)

For a small permittivity profile perturbation |δε(x)| � |ε(x)|, we can assume
that the modal field remains unchanged (hy

.
= h̄y) and the modal propagation

constant is altered only slightly
(∣∣β – β

∣∣� |β|). Then, Eq. 52 can be reduced
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to:

δβ =

β2
∫

A∞

δε
ε2 h2

y dA +
∫

A∞

δε
ε2

(
∂hy
∂x

)2
dA

2β
∫

A∞

1
ε

h2
y dA

. (53)

Furthermore, we shall apply this perturbation formula to the investigation of
the effect of selected types of refractive index changes on (a) surface plasmons
propagating along a single metal–dielectric interface (metal–dielectric wave-
guide) and (b) coupled surface plasmons propagating along a thin metal film
(dielectric–metal–dielectric waveguide), Fig. 12.

Two main types of refractive index perturbations will be discussed here
in detail. The first type is a homogeneous change in the refractive index
in the whole superstrate, Fig. 13, (herein referred as to bulk refractive in-
dex change), which can be described by a change in the permittivity profile,
ε(x) → ε(x), where:

ε(x) =
{
εd
εm

and ε̄(x) =
{
εd + δε

εm
for

x > 0
x ≤ 0 . (54)

The second type of perturbation is a homogenous change in the refractive
index that occurs within a limited distance h from the surface of the metal
film which is smaller than the penetration depth of a surface plasmon, Fig. 14,
(herein referred as to surface refractive index change). Such a refractive index
perturbation is characterized by a permittivity profile change ε(x) → ε(x),
where:

ε(x) =

⎧
⎨

⎩

εd
εd
εm

and ε̄(x) =

⎧
⎨

⎩

εd
εd
εm

+ δε for
x ≥ h
0 < x < h
x ≤ 0

, (55)

Fig. 12 Surface plasmons on a metal–dielectric waveguide (left) and a dielectric–metal–
dielectric waveguide (right) with a perturbed refractive index of superstrate
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Fig. 13 Refractive index change occurring within a whole superstrate

Fig. 14 A homogeneous refractive index change occurring within a short distance from
the metal surface

3.1
Perturbed Surface Plasmons on Metal–Dielectric Waveguides

A change in the propagation constant of a surface plasmon on a metal–
dielectric interface produced by a bulk refractive index change can be calcu-
lated by substituting the perturbation of the permittivity profile (Eq. 54) and
the field distribution of the surface plasmon (Eq. 48) into the perturbation
formula (Eq. 53). After a straightforward manipulation, the following analyt-
ical expressions for the perturbations in the propagation constant δβ, and the
effective refractive index δnef can be obtained:

δβ =
β3

2k2ε2
d

δε =
β3

k2n3
d

δn , (56)

δnef =
n3

ef

n3
d

δn . (57)

where the perturbation in the refractive index and permittivity are related as
δε = 2ndδn. As the effective index of the surface plasmon at a metal–dielectric
interface nef is always larger than the refractive index of the dielectric nd, the
bulk refractive index sensitivity of the effective index of the surface plasmon
(δnef/δn)B is always larger than the sensitivity of a free space plane wave in
the infinite dielectric medium (which is equal to one). For metals with a nega-
tive real part of the permittivity ε′

m < 0 and a magnitude much larger than the
imaginary part

∣∣ε′
m

∣∣� ε′′
m, the sensitivity of the effective index of the surface

plasmon to a bulk refractive change can be expressed as:

(
δnef

δn

)

B

.
=

(
ε′

m

ε′
m + n2

d

)3/2

. (58)
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Equation 58 suggests that the sensitivity depends on the real part of the per-
mittivity of the metal and decreases with its increasing magnitude. As the
magnitude of the real part of the permittivity of gold decreases with an in-
creasing wavelength (Fig. 3), the dependence of (δnef/δn)B on the wavelength
follows the same trend, Fig. 15. For gold as a surface plasmon-supporting
metal, both the results of the perturbation theory (Eq. 57) and its approx-
imation (Eq. 58) agree very well with the rigorous approach based on the
numerical calculation of the effective index of surface plasmon for the per-
turbed and unperturbed waveguide.

A change in the surface plasmon propagation constant induced by a sur-
face refractive index change occurring within a layer with a thickness h can be
calculated by substituting the perturbation of the permittivity profile Eq. 55
and the field distribution of the surface plasmon Eq. 48 into Eq. 53. After
a straightforward mathematical manipulation we obtain:

δβ =
β3

2k2ε2
d

[
1 – exp(– 2γdh)

]
δε =

β3

k2n3
d

[
1 – exp(– 2γdh)

]
δn , (59)

where γd =
√

β2 – ω2µ0ε0εd (a sign of the square root is selected so that
Re {γd} > 0). For the perturbation of the effective index of the surface plas-
mon, this equation yields:

δnef =
Re
{
β3
[
1 – exp(– 2γdh)

]}

k3n3
d

δn . (60)

Fig. 15 Sensitivity of the real propagation constant (—) and effective index (- - -) of
a surface plasmon on a metal–dielectric interface to a bulk refractive index change as
a function of wavelength calculated rigorously from eigenvalue equation and using the
perturbation theory. Waveguiding structure: gold–dielectric (nd = 1.32)
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The perturbation of the effective index of a surface plasmon depends ex-
ponentially on the thickness of the layer within which the refractive index
change occurs. For a thicknesses much larger than the penetration depth of
the surface plasmon (h � Lpd = 1/ Re {γd}), the exponential term can be neg-
lected and Eq. 60 simplifies to Eq. 57. For refractive index changes occurring
within a layer thinner than the penetration depth of the field of the surface
plasmon (h � Lpd = 1/ Re {γd}), the expressions for the perturbations in the
propagation constant and the effective refractive index can be reduced to:

δβ =
2γdβ

3

k2n3
d

hδn , (61)

δnef =
2 Re

{
γdβ

3
}

k3n3
d

hδn . (62)

Figure 16 shows the sensitivity of the propagation constant (Re(δβ)/δn)S and
effective index (δnef/δn)S to a surface refractive index change calculated for
a surface plasmon supported on gold and a refractive index change occurring
within a 5 nm thick layer at the surface of the metal supporting a surface plas-
mon. As the layer thickness is much smaller than the penetration depth of
the field of the surface plasmon on the considered structure, the sensitivity is
a linear function of the thickness of the layer h.

If the real part of the permittivity of the metal is much larger than the
imaginary part

∣∣ε′
m

∣∣� ε′′
m, the sensitivity of the effective index of a surface

Fig. 16 Sensitivity of the propagation constant and effective index of a surface plasmon
on a metal–dielectric interface to a surface refractive index change as a function of wave-
length. Waveguiding structure: gold–thin dielectric film (h = 5 nm), dielectric superstrate
(nd = 1.32)
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plasmon to a surface refractive index change can be expressed as:

(
δnef

δn

)

S
= 2

n3
ef

n3
d

h
Lpd

=
(

δnef

δn

)

B

2h
Lpd

. (63)

By employing the approximate expressions for the bulk refractive index sen-
sitivity of the effective index Eq. 58 and low-loss metal approximation of Lpd
(Eq. 48), Eq. 63 can be reduced to:

(
δnef

δn

)

S

.
=

(
ε′

m

ε′
m + n2

d

) 3
2 2n2

d√
– ε′

m – n2
d

hk . (64)

As follows from Eq. 63, the sensitivity of the effective index to a surface refrac-
tive index change is proportional to the bulk refractive index sensitivity and
the thickness of the layer within which the surface refractive index change
occurs, and is inversely proportional to the penetration depth of the surface
plasmon. As the penetration depth of a surface plasmon on gold increases
with increasing wavelength, the surface refractive index sensitivity of the ef-
fective index (Fig. 16) decreases with the wavelength faster than the bulk
refractive index sensitivity (Fig. 15). As illustrated in Fig. 16, the approxi-
mate equation for the sensitivity to as surface refractive index change (Eq. 63)
yields results that are in a good agreement with the rigorous approach based
on the numerical calculation of the effective index of surface plasmon for
the perturbed and unperturbed waveguide from the appropriate eigenvalue
equations.

3.2
Perturbed Surface Plasmons on Dielectric–Metal–Dielectric Waveguides

Perturbation of symmetric and antisymmetric surface plasmons (Sect. 2.2)
propagating along a thin metal film with a thickness 2d can be calculated
by determining the propagation constants of the surface plasmons supported
by the unperturbed and perturbed waveguides as solutions to the eigenvalue
(Eq. 35). The sensitivity of the effective index (δnef/δn)B to bulk refractive
index changes in the superstrate as a function of metal layer thickness is
shown in Fig. 17. For the considered structure and thicknesses of the metal
film, the sensitivity of the antisymmetric surface plasmon is higher than that
of its symmetric counterpart. The sensitivity of the symmetric surface plas-
mon increases with the thickness of the metal film, while the sensitivity of
the antisymmetric surface plasmon follows an opposite trend. For thick metal
films, the coupled surface plasmons consists of two weakly coupled surface
plasmons propagating on opposite surfaces of the metal film and therefore
the sensitivities of both the symmetric and antisymmetric surface plasmons
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approach the value of one half of the sensitivity of the surface plasmon at
a single metal–dielectric interface.

Figure 18 shows the sensitivity of the effective index (δnef/δn)B to bulk re-
fractive index changes for symmetric and antisymmetric surface plasmons on
a thin gold film. While the sensitivity of the effective index of the antisymmet-
ric surface plasmon decreases with an increasing wavelength, sensitivity of
its symmetric counterpart varies only slightly over the considered wavelength
range.

The sensitivity of the effective index of the symmetric and antisymmetric
surface plasmons to a surface refractive index change, Figs. 19 and 20, follows
basically the same trends as the sensitivity to bulk refractive index changes.

Fig. 17 Sensitivity of the effective index of symmetric and antisymmetric surface plas-
mons to bulk refractive index changes as a function of the thickness of metal layer.
Waveguide configuration: dielectric (n1 = 1.32)–gold (εm = – 25 + 1.44i)–dielectric super-
strate (nd = 1.32), wavelength 800 nm

Fig. 18 Sensitivity of the effective index of symmetric and antisymmetric surface plas-
mons to bulk refractive index changes as a function of wavelength. Waveguide configu-
ration: dielectric (n1 = 1.32)–gold (2d = 20 nm)–dielectric superstrate (nd = 1.32)
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Fig. 19 Sensitivity of the effective index of symmetric and antisymmetric surface plas-
mons to surface refractive index changes as a function of the thickness of metal film.
Waveguide configuration: dielectric (n1 = 1.32)–gold (εm = – 25 + 1.44i)–thin dielectric
film (h = 5 nm), dielectric superstrate (nd = 1.32), wavelength 800 nm

Fig. 20 Sensitivity of the effective index of symmetric and antisymmetric surface plas-
mons to surface refractive index changes as a function of wavelength. Waveguide configu-
ration: dielectric (n1 = 1.32)–gold (2d = 20 nm)–thin dielectric film (h = 5 nm), dielectric
superstrate (nd = 1.32)

4
Excitation of Surface Plasmons

4.1
Prism Coupling

The most common approach to excitation of surface plasmons is by means
of a prism coupler and the attenuated total reflection method (ATR). There
are two configurations of the ATR method – Kretschmann geometry [5] and
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Otto geometry [4]. In the Kretschmann geometry of the ATR method, a high
refractive index prism with refractive index np is interfaced with a metal–
dielectric waveguide consisting of a thin metal film with permittivity εm and
thickness q, and a semi-infinite dielectric with a refractive index nd(nd < np),
Fig. 21.

When a light wave propagating in the prism is made incident on the metal
film a part of the light is reflected back into the prism and a part propagates
in the metal in the form of an inhomogeneous electromagnetic wave [13].
This inhomogeneous wave decays exponentially in the direction perpendicu-
lar to the prism–metal interface and is therefore referred as to an evanescent
wave. If the metal film is sufficiently thin (less than 100 nm for light in visible
and near infrared part of spectrum), the evanescent wave penetrates through
the metal film and couples with a surface plasmon at the outer boundary of
the metal film. The propagation constant of the surface plasmon propagating
along a thin metal film βSP is influenced by the presence of the dielectric on
the opposite side of the metal film and can be expressed as

βSP = βSP0 + ∆β =
ω

c

√
εdεm

εd + εm
+ ∆β , (65)

where βSP0 is the propagation constant of the surface plasmon propagating
along the metal–dielectric waveguide in the absence of the prism and ∆β ac-
counts for the finite thickness of the metal film and the presence of the prism.
In order for the coupling between the evanescent wave and the surface plas-
mon to occur, the propagation constant of the evanescent wave βEW and that
of the surface plasmon βSP have to be equal:

2π
λ

np sin θ = kz = βEW = Re
{
βSP} = Re

{
2π
λ

√
εdεm

εd + εm
+ ∆β

}
. (66)

In terms of effective index, this coupling condition can be written as follows:

np sin θ = nEW
ef = nSP

ef = Re
{√

εdεm

εd + εm

}
+ ∆nSP

ef , (67)

Fig. 21 Excitation of surface plasmons in the Kretschmann geometry of the attenuated
total reflection (ATR) method
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where nEW
ef is the effective index of the evanescent wave, nSP

ef is the effective
index of the surface plasmon, and ∆nSP

ef = Re {∆βλ/2π}. The coupling condi-
tion between the light wave and the surface plasmon is illustrated in Fig. 22,
which shows the spectral dependencies of effective indices of a surface plas-
mon on a gold–water interface and an evanescent light wave produced by
a light wave incident on the gold film from a BK7 glass prism. For each wave-
length, the matching condition is satisfied for a single angle of incidence, the
coupling angle, which increases with decreasing wavelength.

In the Otto geometry, a high refractive index prism with refractive index
np is interfaced with a dielectric–metal waveguide consisting of a thin dielec-
tric film with refractive index nd(nd < np) and thickness q, and a semi-infinite
metal with permittivity εm, Fig. 23.

In Otto geometry, a light wave incident on the prism–dielectric film inter-
face at an angle of incidence larger than the critical angle of incidence for
these two media produces an evanescent wave propagating along the interface
between the prism and the dielectric film. If the thickness of the dielectric
layer is chosen properly (typically few microns), the evanescent wave and
a surface plasmon at the dielectric–metal interface can couple. For the coup-
ling to occur, the propagation constant of the evanescent wave and that of the
surface plasmon have to be equal.

The attenuated total reflection method can be also used to excite coupled
surface plasmons on thin metal films. The coupling of a light into a symmetric
or antisymmetric surface plasmon supported by a thin film (Sect. 2.2) can be
in principle achieved in a geometry similar to the Otto geometry (Fig. 23) in
which the semi-infinite metal is replaced by a thin metal film [20].

Fig. 22 Spectral dependence of the effective index of a surface plasmon on the interface of
gold–water and the effective index of the evanescent light wave produced by a plane light
wave incident on the gold film from an optical prism (BK 7 glass) under nine different
angles of incidence
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Fig. 23 Excitation of surface plasmons in the Otto geometry of the attenuated total reflec-
tion (ATR) method

The interaction between a light wave and a surface plasmon in the
ATR method can be investigated using the Fresnel multilayer reflection
theory [18]. Herein, we shall present analysis of the reflectivity for the
Kretschmann geometry of the ATR method.

Assuming an incident plane wave and a structure prism–metal–dielectric
infinite in the y-z plane (Fig. 24), the amplitude of reflected light AR can be
expressed as:

AR = rpmdAI =
∣∣rpmd

∣∣ eiφAI , (68)

where AI is the amplitude of the incident light wave, rpmd is an amplitude re-
flection coefficient and φ is a phase shift. The amplitude reflection coefficient
is:

rpmd =
rpm + rmd exp(2ikmxq)

1 + rpmrmd exp(2ikmxq)
, (69)

Fig. 24 Light reflection in the Kretschmann geometry of the ATR method
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where:

kix =

√(
2π
λ

)2

εi – k2
z , (70)

rij =
εjkix – εikjx

εjkix + εikjx
for the TM polarization , (71)

rij =
kix – kjx

kix + kjx
for the TE polarization , (72)

and where subscripts i and j are p, m, or d [19]. Reflectivity (power reflection
coefficient) of the structure R is then:

R =
∣∣rpmd

∣∣2 . (73)

Figure 25 shows typical dependencies of the reflectivity and phase on the
angle of incidence calculated for four different thicknesses of the metal film.

Fig. 25 Reflectivity (upper plot) and phase shift (lower plot) as a function of the angle of
incidence for four different thicknesses of the metal film and TM polarization. Configu-
ration: BK7 glass (np = 1.51), gold film (εm = – 25 + 1.44i), water (nd = 1.329), wavelength
800 nm, reflectivity and phase of the TE polarization are shown for comparison
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The angular reflectivity spectra exhibit distinct dips that are associated
with the transfer of energy from the incident light wave into a surface plas-
mon and its subsequent dissipation in the metal film (Fig. 25, upper plot). The
interaction between the incident light wave and the surface plasmon also af-
fects the phase of the reflected light, which exhibits an abrupt phase jump [20]
(Fig. 25, lower plot). Angular dependencies of the reflectivity and phase of the
TE-polarized light contain no resonant features, as no guided modes can be
excited by the TE-polarized light in this geometry.

As follows from Fig. 25 (upper plot), the resonant angle of incidence de-
creases with an increasing metal film thickness and approaches the value θSP0

corresponding to the coupling of light to a surface plasmon propagating along
an isolated metal–dielectric waveguide (Eq. 65, q → ∞, ∆β = 0). The depth of
the reflectivity dip depends on the thickness of the metal film. The strongest
excitation of a surface plasmon (R = 0) occurs for a single metal film thick-
ness (for the considered geometry and wavelength, the optimum coupling
thickness was about 50 nm). The width and asymmetry of the reflectivity dip
increase with a decreasing metal film thickness.

Assuming that the permittivity of metal εm obeys
∣∣ε′

m

∣∣� nd and
∣∣ε′

m

∣∣�
ε′′

m, the reflectivity Eq. 69 can be expanded around the resonant value of
kz yielding a Lorentzian (with respect to kz) approximation of the reflectiv-
ity [6]:

R(kz)
.
= 1 –

4 Im
{
βSP0

}
Im {∆β}

[
kz – Re

{
βSP
}]2 + (Im

{
βSP0

}
+ Im {∆β})2

, (74)

where:

βSP = βSP0 + ∆β , (75)

βSP0 =
ω

c

√
εdεm

εd + εm
, (76)

∆β = rpm e2ikzmq2
ω

c

(
εdεm

εd + εm

)3/2 1
εd – εm

. (77)

The term ∆β describes the effect of the prism and, as a complex quantity, has
a real part, which perturbs the real part of the propagation constant of a sur-
face plasmon on the interface of semi-infinite dielectric and metal, and an
imaginary part, which causes an additional damping of the surface plasmon
due to the outcoupling of a portion of the field into the prism [6]. In terms of
effective index, the reflectivity (Eq. 74) can be rewritten as follows:

R(θ, λ)
.
= 1 –

4γiγrad

(np sin θ – nSP
ef )2 + (γi + γrad)2

, (78)

where γi = Im
{
βSP0

}
λ/2π and γrad = Im {∆β} λ/2π. As follows from Eq. 78,

the dip in the reflectivity spectrum is centered at the angle of incidence de-
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scribed by the coupling condition Eq. 67 with ∆β given by Eq. 77. Figure 26
shows the angular reflectivity calculated using the rigorous approach (Eq. 69)
and the Lorentzian approximation (Eq. 78) with the propagation constant of
a surface plasmon approximated by βSP0 for a model structure: BK7 glass
prism, gold film, and water. The approximation provides a good estimate of
the position of the reflectivity dip (which would be even closer if the term
∆β was not neglected) and predicts well the shape of the reflectivity curve
in the neighborhood of the minimum. In addition, the Lorentzian curve ex-
hibits approximately the same width as the dips calculated using the rigorous
approach.

The coupling strength and subsequently the depth of the dip reach the
maximum if the radiation and absorption losses of a surface plasmon are
equal: γi = γrad = γ . As γrad decreases with an increasing metal film thick-
ness (as can be deduced from Eq. 77), the condition γi = γrad is satisfied only
for a single thickness of the metal film, as predicted by the Fresnel reflec-
tion theory (Fig. 25). The optimum coupling metal thickness depends on the
wavelength and materials involved. For a gold film and wavelengths between
600 and 1000 nm, the optimum coupling thickness varies between 44 nm and
50 nm.

When the optimum coupling occurs (γi = γrad = γ ), the angular half-width
of the dip ∆θ1/2 (angular width of the dip at R = 0.5) can be expressed from
Eq. 78 as:

∆θ1/2 =
4γ

np cos θ
, (79)

Fig. 26 TM reflectivity as a function of angle of incidence calculated for two different
wavelengths using the rigorous Fresnel reflection theory and its Lorentzian approxima-
tion. Configuration: BK7 glass, gold film (thickness 48 nm for wavelength 650 nm, and
50 nm for wavelength 850 nm), water
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where θ denotes the coupling angle. Equation 79 suggests that the angular
width of the dip is proportional to the attenuation of the surface plasmon. As
the attenuation coefficient γ decreases rapidly with an increasing wavelength,
while the factor cos θ changes with the wavelength only slowly, reflectivity
dips associated with the excitation of surface plasmons at longer wavelengths
(and smaller angles of incidence) are narrower than the dips associated with
the excitation of surface plasmons at shorter wavelengths (and higher angles
of incidence), Fig. 26.

The characteristic absorption dip can be observed not only in the angu-
lar domain, but also when the angle of incidence is kept constant and the
wavelength is varied, Fig. 27.

The spectral reflectivity is also described by Eqs. 69 and 74. For low-loss
metals (

∣∣ε′
m

∣∣� ε′′
m) with a large real part of the permittivity (

∣∣ε′
m

∣∣� εd), the
spectral half-width of the dip ∆λ1/2 for the optimum coupling (γi = γrad = γ )

Fig. 27 Reflectivity (upper plot) and phase (lower plot) of reflected light as a function of
wavelength for four different thicknesses of the metal film. Configuration: BK7 glass, gold
film, water, angle of incidence 66 deg. Reflectivity and phase for TE polarization are given
for comparison
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can be calculated from Eq. 74 as:

∆λ1/2 =
4γ∣∣∣∣

dnp

dλ
sin θ –

dnSP
ef

dλ

∣∣∣∣
, (80)

where dnp/dλ is the dispersion of the prism and dnSP
ef /dλ is the dispersion

of the effective index of the surface plasmon. While the attenuation coeffi-
cient γi decreases with an increasing wavelength, the difference in dispersions

Fig. 28 Spectral dependence of the effective refractive index of a surface plasmon on gold–
water interface and the effective index of the evanescent light wave produced in a gold
film by a plane light wave incident on the gold film from a BK7 glass prism under two
different angles of incidence

Fig. 29 TM reflectivity as a function of wavelength calculated for two different angles of
incidence using the rigorous Fresnel reflection theory. Configuration: BK7 glass, gold film
(thickness 48 nm for the wavelength of 650 nm and 50 nm for the wavelength of 850 nm),
water
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of the effective indices of the evanescent wave and the surface plasmon de-
creases (Fig. 28) and therefore these two effects can compensate each other.
This phenomenon is illustrated in Fig. 29, which shows reflectivity dips pro-
duced by the excitation of surface plasmons at the wavelengths of 650 and
850 nm. These dips exhibit approximately the same width although γi is about
five times larger at the wavelength of 650 nm than at 850 nm.

4.2
Grating Coupling

Another approach to optical excitation of surface plasmons is based on the
diffraction of light on a diffraction grating. In this method, a light wave is
incident from a dielectric medium with the refractive index nd on a metal
grating with the dielectric constant εm, the grating period Λ and the grating
depth q, Fig. 30.

When a light wave with the wavevector k is made incident on the sur-
face of the grating, diffraction gives rise to a series of diffracted waves. The
wavevector of the diffracted light km is:

km = k + mG , (81)

where m is an integer and denotes the diffraction order and G is the grating
vector [21]. The grating vector lies in the plane of the grating (plane y-z in
Fig. 30) and is perpendicular to the grooves of the grating. Its magnitude is
inversely proportional to the pitch of the grating and therefore, for the grating
geometry considered herein, it can be expressed as:

G =
2π
Λ

z0 . (82)

Therefore the component of the wavevector of the diffracted light perpen-
dicular to the plane of the grating kxm is equal to that of the incident wave
while the component of the wavevector in the plane of the grating kzm is
diffraction altered:

kzm = kz + m
2π
Λ

. (83)

Fig. 30 Excitation of surface plasmons by the diffraction of light on a diffraction grating
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The diffracted waves can couple with a surface plasmon when the propaga-
tion constant of the diffracted wave propagating along the grating surface kzm
and that of the surface plasmon βSP are equal:

2π
λ

nd sin θ + m
2π
Λ

= kzm = ± Re
{
βSP} , (84)

where:

βSP = βSP0 + ∆β =
ω

c

√
εdεm

εd + εm
+ ∆β , (85)

and βSP0 denotes the propagation constant of the surface plasmon propagat-
ing along the smooth interface of a semi-infinite metal and a semi-infinite
dielectric, and ∆β accounts for the presence of the grating. In terms of effect-
ive index, the coupling condition can be rewritten as:

nd sin θ + m
λ

Λ
= ±

(
Re
{√

εdεm

εd + εm

}
+ ∆nSP

ef

)
, (86)

where ∆nSP
ef = Re {∆βλ/2π}.

The coupling condition between a diffracted light wave and a surface plas-
mon is illustrated in Fig. 31. The effective index of light diffracted on two
different gratings (Λ = 540 nm and Λ = 672 nm) is diffraction enhanced to
match the effective index of a surface plasmon on a gold–water interface. As
illustrated in Fig. 31, different orders of diffraction (first order for the grating
with Λ = 672 nm and minus first order for the grating with Λ = 540 nm) can
be used to fulfill the matching condition. The effective index of the inhomoge-

Fig. 31 Spectral dependence of the effective index of a surface plasmon on gold–water
interface and the effective index of the light wave produced by a diffraction of light on
a diffraction grating calculated for two different grating periods and three different angles
of incidence
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neous light wave is approximately a linear function of wavelength with a slope
equal to m/Λ, which is positive for m > 0 and negative for m < 0. The coupling
condition Eq. 86 can be fulfilled for various combinations of the angle of inci-
dence, grating pitch, and diffraction order. For the positive diffraction orders,
the coupling wavelength increases with a decreasing angle of incidence, while
for the negative diffraction orders, the coupling wavelength increases with an
increasing angle of incidence.

The grating-moderated interaction between a light wave and a surface
plasmon can be investigated by solving Maxwell’s equations in differential or
integral form. In the differential method, the grating profile is approximated
with a stack of layers in which a solution of the Maxwell equations is calcu-
lated in the form of a Rayleigh series and the total solution of the diffraction
problem is found by applying boundary conditions at each interface [22, 23].
The integral method assumes a certain current flow at the grating surface

Fig. 32 Reflectivity (upper plot) and phase (lower plot) as a function of the angle of in-
cidence for four different depths of a metallic sinusoidal grating and TM polarization.
Configuration: gold (εm = – 25 + 1.44i), water (nd = 1.329), wavelength 800 nm, grating
period 540 nm, angle of incidence taken in air. Reflectivity and phase of the TE polariza-
tion are shown for comparison
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Fig. 33 Reflectivity (upper plot) and phase (lower plot) as a function of the angle of
incidence for four different depths of metallic sinusoidal grating and TM polarization.
Configuration: gold (εm = – 25 + 1.44i), water (nd = 1.329), wavelength 800 nm, grating
period 672 nm, angle of incidence taken in air. Reflectivity and phase of the TE polariza-
tion are shown for comparison

and reduces the problem to the calculation of the Helmholtz–Kirchhoff inte-
gral [24]. Figures 32 and 33 show the dependence of the reflectivity and phase
on the angle of incidence for light incident from water onto a gold grating and
two different grating pitches, Λ = 540 nm (Fig. 32) and Λ = 672 nm (Fig. 33),
and four different grating depths. These spectra were calculated using the in-
tegral method. The angular reflectivity spectra (upper plots in Fig. 32 and
Fig. 33) exhibits a characteristic dip caused by the transfer of energy of the
incident light into a surface plasmon. On shallow diffraction gratings, surface
plasmons are excited at the angles of incidence close to the coupling angles
predicted from the matching condition, neglecting the effect of the grating
(q → 0 and ∆nSP

ef = Re {∆β} = 0), Fig. 31. The coupling angle of incidence de-
creases with an increasing depth of the grating when the surface plasmons are
excited by a negative order of diffraction, and follows an opposite trend when
the surface plasmons are excited by a positive order of diffraction. The depth
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of the reflectivity dip depends on the depth of the grating and the strongest
excitation of a surface plasmon (R = 0) occurs for a single depth of the grating
(for the considered geometry and wavelength, the optimum grating depth is
about 30 nm). The width and asymmetry of the reflectivity dip increase with
an increasing depth of grating. The interaction between the light wave and the
surface plasmon results also in a change in the phase of the reflected light,
Fig. 32 and Fig. 33 (lower plot).

The characteristic absorption dip can be observed not only in the angu-
lar domain, but also when the angle of incidence is kept constant and the
wavelength is varied, as illustrated in Fig. 34 and Fig. 35.

Figure 36 shows the angular reflectivity for light incident from water onto
a gold grating. The dips produced at the wavelength of 850 nm are about five
times narrower than those occurring at 650 nm. The ratio of the dip widths
corresponds to the ratio of the attenuation coefficients for surface plasmons

Fig. 34 Reflectivity (upper plot) and phase (lower plot) as a function of the wavelength
for four different modulation depths of metallic sinusoidal grating and TM polarization.
Configuration: gold–water, angle of incidence 6 degrees, grating period 540 nm, angle
of incidence taken in air. Reflectivity and phase of the TE polarization are shown for
comparison
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Fig. 35 Reflectivity (upper plot) and phase (lower plot) as a function of the wavelength
for four different modulation depths of metallic sinusoidal grating and TM polarization.
Configuration: gold–water, angle of incidence 10.7 degrees, grating period 672 nm, angle
of incidence taken in air. Reflectivity and phase of the TE polarization are shown for com-
parison

Fig. 36 Reflectivity as a function of angle of incidence calculated for two wavelengths.
Configuration: gold–water interface, grating period 672 nm, angle of incidence taken in air
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Fig. 37 Reflectivity as a function of wavelength calculated for two different angles of in-
cidence. Configuration: gold–water interface, grating period 672 nm, angle of incidence
taken in air

at 650 and 850 nm, as in the case of prism coupling (Sect. 4.1). However, the
width of the dips observed in the wavelength spectrum (Fig. 37) varies with
the wavelength, which contrasts with the weak dependence of the width of
spectral dips in the case of prism coupling. This effect can be attributed to the
fact that the difference in the dispersions of the effective indices of the evanes-
cent wave and surface plasmon is large (Fig. 31) and varies relatively little over
the considered wavelength range.

4.3
Waveguide Coupling

Surface plasmons can be also excited by modes of a dielectric waveguide. An
example of a waveguiding structure integrating a dielectric waveguide and
a metal–dielectric waveguide is shown in Fig. 38. A mode of the dielectric
waveguide propagates along the waveguide and when it enters the region with

Fig. 38 Excitation of surface plasmons by a mode of a dielectric waveguide
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a thin metal film, it penetrate through the metal film and couples with a sur-
face plasmon at the outer boundary of the metal.

The coupling between the waveguide mode and a surface plasmon can
occur when the propagation constant of the mode βM is equal to the real part
of the propagation constant of the surface plasmon βSP:

βM = Re {βSP} . (87)

The coupling between the waveguide mode and a surface plasmon can be in-
vestigated by analyzing hybrid modes, which are solutions of the vector wave
(Eq. 18) for the coupled waveguides [25]. The propagation of light through
the entire waveguiding structure can be simulated using the mode expan-
sion and propagation method [26]. In this method, the simulated waveguide
is subdivided into longitudinally uniform sections and, in each section, a set
of eigenmodes is calculated. The mutual relationships among modal ampli-
tudes at both sides of the interface between the longitudinal sections are
obtained from the continuity of the transversal field components by mode
matching [26].

As surface plasmons are typically much more dispersive than modes of
common dielectric waveguides, the coupling condition Eq. 87 is fulfilled only
for a narrow range of wavelengths. Therefore, the excitation of a surface plas-
mon can be observed as a narrow dip in the spectrum of transmitted light,
Fig. 39. The strength of the coupling depends on the metal thickness (Fig. 39)
and the length of the interaction region (Fig. 40). The effect of the metal film
thickness and interaction length is depicted in Figs. 39 and 40 for a model
structure consisting of substrate (refractive index 1.514), a waveguiding layer
(refractive index 1.517, thickness 3 µm), a thin gold layer, and superstrate
(refractive index 1.40).

Fig. 39 Spectral dependence of the transmission of a slab waveguide with a thin metal
strip for different thicknesses of the metal film, metal strip length L = 1 mm
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Fig. 40 Spectral dependence of the transmission of a slab waveguide with a thin metal
strip for different lengths of the metal strip, metal film thickness q = 60 nm

5
Summary

Surface plasmons are special modes of electromagnetic field in metal–
dielectric waveguides. They are characterized by the field distribution and
complex propagation constant, which can be determined from an appro-
priate eigenvalue equation. The propagation constant of surface plasmons
is highly sensitive to changes in the refractive index distribution, as can
be demonstrated using the perturbation theory. Surface plasmons can be
excited by light waves using (i) prism coupling and the attenuated total reflec-
tion, (ii) diffraction on a metal diffraction grating, and (iii) coupling among
parallel optical waveguides.
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1
Introduction

In Chap. 1 by J. Homola of this volume [1] surface plasmons were intro-
duced as modes of dielectric/metal planar waveguides and their properties
were established. It was demonstrated that the propagation constant of a sur-
face plasmon is sensitive to variations in the refractive index at the surface
of a metal film supporting the surface plasmon. In this chapter, it is shown
how this phenomenon can be used to create a sensing device. The concept of
optical sensors based on surface plasmons, commonly referred as to surface
plasmon resonance (SPR) sensors, is described and the main approaches to
SPR sensing are presented. In addition, the concept of affinity biosensors is
introduced and the main performance characteristics of SPR biosensors are
defined.
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2
Surface Plasmon Resonance (SPR) Sensors

An optical sensor is a sensing device which, by optical means, converts the
quantity being measured (measurand) to another quantity (output) which is
typically encoded into one of the characteristics of a light wave. In SPR sen-
sors, a surface plasmon is excited at the interface between a metal film and
a dielectric medium (superstrate), changes in the refractive index of which
are to be measured. A change in the refractive index of the superstrate pro-
duces a change in the propagation constant of the surface plasmon. This
change alters the coupling condition between a light wave and the surface
plasmon, which can be observed as a change in one of the characteristics of
the optical wave interacting with the surface plasmon [2]. Based on which
characteristic of the light wave interacting with the surface plasmon is meas-
ured, SPR sensors can be classified as SPR sensors with angular, wavelength,
intensity, phase, or polarization modulation (Fig. 1).

In SPR sensors with angular modulation a monochromatic light wave ex-
cites a surface plasmon. The strength of coupling between the incident wave
and the surface plasmon is observed at multiple angles of incidence of the
light wave and the angle of incidence yielding the strongest coupling is meas-
ured and used as a sensor output (Fig. 2, upper plot) [3]. The sensor output
can be calibrated to refractive index. In SPR sensors with wavelength mod-
ulation, a surface plasmon is excited by a collimated light wave containing
multiple wavelengths. The angle at which the light wave is incident onto the
metal film is kept constant. The strength of coupling between the incident
wave and the surface plasmon is observed at multiple wavelengths and the
wavelength yielding the strongest coupling is measured and used as a sen-
sor output (Fig. 2, lower plot) [4]. SPR sensors with intensity modulation are

Fig. 1 Concept of surface plasmon resonance sensors
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Fig. 2 Intensity of light wave interacting with a surface plasmon as a function of angle of
incidence (upper plot) and wavelength (lower plot) for two different refractive indices of
superstrate

based on measuring the strength of the coupling between the incident light
wave and a surface plasmon at a single angle of incidence and wavelength and
the intensity of light wave serves as a sensor output [5]. In SPR sensors with
phase modulation the shift in phase of the light wave interacting with the SP
is measured at a single angle of incidence and wavelength of the light wave
and used as a sensor output [6]. In SPR sensors with polarization modula-
tion, changes in the polarization of the light wave interacting with a surface
plasmon are measured [7].

SPR sensors are either direct or indirect. In direct SPR sensors, the measur-
and (typically refractive index) modulates characteristics of the light directly.
In indirect SPR sensors, the measurand modulates an intermediate quantity
which then modulates the light characteristics. SPR affinity biosensors are
a typical example of indirect SPR sensors.
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3
Surface Plasmon Resonance Affinity Biosensors

SPR affinity biosensors are SPR sensing devices incorporating biorecognition
elements (e.g., antibodies) that recognize and are able to interact with a se-
lected analyte. The biorecognition elements are immobilized on the surface of
a metal film supporting a surface plasmon. When a solution containing ana-
lyte molecules is brought into contact with the SPR sensor, analyte molecules
in solution bind to the molecular recognition elements, producing an increase
in the refractive index at the sensor surface. This change gives rise to a change
in the propagation constant of the surface plasmon (Fig. 3). The change in the
propagation constant is determined by measuring a change in one of the char-
acteristics of the light wave interacting with the surface plasmon (Fig. 1) [2].

The amount of the refractive index change ∆nb induced by the analyte
molecules binding to the biorecognition elements depends on the volume re-
fractive index increment (dn/dc)vol and can be expressed as:

∆nb =
(

dn
dc

)

vol
∆cb , (1)

where ∆cb is the concentration of bound analyte expressed in mass/volume.
The value of the refractive index increment depends on the structure of the
analyte molecules and varies from 0.1 to 0.3 mL g–1 [8, 9]. If the binding oc-
curs within a thin layer at the sensor surface of thickness h the refractive
index change can be rewritten as:

∆nb =
(

dn
dc

)

vol

∆Γ

h
, (2)

where Γ denotes the surface concentration in mass/area [10].

Fig. 3 Principle of surface plasmon resonance affinity biosensor
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4
Main Performance Characteristics of SPR Sensors

In direct (refractometric) SPR sensors, refractive index (measurand) directly
modulates characteristics of the light wave such as the coupling angle or
wavelength, intensity, phase, and polarization (sensor output) (Fig. 4, upper
diagram). In SPR affinity biosensors, the measurand is usually a concentra-
tion of a chemical or biological analyte, which through the binding of analyte
to a biorecognition element is converted into a refractive index change at the
sensor surface, which then modulates characteristics of the light wave (sensor
output) (Fig. 4, lower diagram).

The sensor response to a given value of the measurand can be predicted
by the sensor transfer function F, Y = F(X) determined from a theoretical
sensor model or a sensor calibration. However, the value of the measurand
determined by the sensor Xmeasured differs from the true value of the measur-
and Xtrue:

Xmeasured = Xtrue + e , (3)

by the measurement error e. There are various sources of error. Random
errors are statistical fluctuations (in either direction) in the measured data
due to the precision limitations of the sensor system. Random errors are not
eliminated by calibration. Systematic errors, by contrast, are reproducible in-
accuracies that are consistently in the same direction. Systematic errors are
reduced by calibration to the uncertainty level of the calibration system. The
uncertainty of a calibration depends primarily on the accuracy of the refer-
ence(s) and stability of the test environment.

The main characteristics describing the performance of SPR (bio)sensors
include sensitivity, linearity, resolution, accuracy, reproducibility, dynamic
range, limit of detection, and limit of quantification.

Fig. 4 Direct and indirect SPR sensors: measurand and sensor output
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Sensor sensitivity is the ratio of the change in sensor output to the change
in the measurand (slope of the calibration curve):

S =
∂Y
∂X

. (4)

Refractometric sensitivity describes the sensitivity of the SPR sensor to re-
fractive index n and can be written as:

SRI =
∂Y
∂n

. (5)

Sensitivity of an SPR biosensor to a concentration of analyte c can be written
as:

Sc =
∂Y
∂c

. (6)

Sensitivity of SPR sensors will be discussed in detail in Sect. 4.1.
Sensor linearity may concern primary measurand (concentration of an-

alyte) or refractive index and defines the extent to which the relationship
between the measurand and sensor output is linear over the working range.
Linearity is usually specified in terms of the maximum deviation from a lin-
ear transfer function over the specified dynamic range. In general, sensors
with linear transfer functions are desirable as they require fewer calibration
points to produce an accurate sensor calibration. However, response of SPR
biosensors is usually a non-linear function of the analyte concentration and
therefore calibration needs to be carefully considered.

The resolution of a sensor is the smallest change in measurand which pro-
duces a detectable change in the sensor output. In SPR sensors, the term
resolution usually refers to a bulk refractive index resolution. In SPR biosen-
sors, an equivalent of this term is the limit of detection described below.
Resolution of SPR sensors will be discussed in detail in Sect. 4.2.

Sensor accuracy describes the closeness of agreement between a meas-
ured value and a true value of the measurand (concentration of analyte or
refractive index). Sensor accuracy is usually expressed in absolute terms or as
a percentage of the error/output ratio.

Reproducibility is the ability of the sensor to provide the same output when
measuring the same value of the measurand (concentration of analyte or re-
fractive index) under the same operating conditions over a period of time.
The reproducibility is typically expressed as the percentage of full range.

The (dynamic) range describes the span of the values of the measurand
that can be measured by the sensor. In refractometric SPR sensors the dy-
namic range usually describes a range of values of the refractive index of the
sample that can be measured with a specified accuracy. Dynamic range of
SPR biosensors defines the range of concentrations of an analyte which can
be measured with specified accuracy and extends from the lowest concen-
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tration at which a quantitative measurement can be done, i.e., the limit of
quantification.

An important characteristic describing the ability of a biosensor to detect
an analyte is the limit of detection (LOD). LOD, as defined by the Interna-
tional Union of Pure and Applied Chemistry, is the concentration of analyte
cL derived from the smallest measure YL that can be detected with reasonable
certainty. The value of YLOD is given by the equation:

YLOD = Yblank + mσblank , (7)

where Yblank is the mean of the blank (sample with no analyte) measures,
σblank is the standard deviation of the blank measures, and m is a numerical
factor chosen according to the confidence level desired (typically 2 or 3) [11].
As cblank = 0, the LOD concentration cLOD can be expressed as:

cLOD =
1

Sc(c = 0)
mσblank , (8)

where Sc denotes the sensor sensitivity to analyte concentration. It should
be noted that this definition of LOD inherently recognizes only the false
positives, which in effect makes the probability of a false negative equal
to 50% [11]. Therefore, another approach to the definition of LOD can be
found in the literature, employing two independent values (each equal to 0.05
or 0.01) for the probability of the false positives and negatives [12].

As the LOD defined by Eq. 8 defines the concentration at which one can
decide whether the analyte is present, rather than quantifying the analyte
concentration, another performance characteristic – the limit of quantifi-
cation (LOQ) – is sometimes used [11]. Analyte quantification is generally
accepted to begin at a concentration equal to 10 standard deviations of the
blank. Thus, the LOQ concentration cLOQ, can be expressed as:

cLOQ =
10

Sc(c = 0)
σblank . (9)

4.1
Sensitivity

The sensitivity of an SPR biosensor can be decomposed into two contribu-
tions:

Sc =
∂Y
∂c

=
∂Y
∂nb

dnb(c)
dc

= SRISnc , (10)

where SRI denotes the sensitivity of the output to a refractive index profile
change and Snc is derived from the refractive index change (nb) caused by the
binding of analyte (concentration c) to biorecognition elements. The sensitiv-
ity of an SPR sensor to a refractive index SRI can be also broken down into two
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contributions:

SRI =
δY
δnef

δnef

δnb
= SRI1SRI2 . (11)

The first term SRI1 depends on the method of excitation of surface plasmons
and the modulation approach used in the SPR sensor and is hereafter referred
as to the instrumental contribution. SRI2 describes the sensitivity of the effect-
ive index of a surface plasmon to refractive index and is independent of the
modulation method and the method of excitation of surface plasmons. The
sensitivity of surface plasmon to refractive index SRI2 depends on the profile
of the refractive index nb and has been analyzed in Chap. 1 of this volume [1]
for the two main types of refractive index changes – surface refractive index
change and bulk refractive index change.

In the following section, sensitivity of the sensor output to effective index
of a surface plasmon is analyzed for selected sensor configurations, and the
merit of different SPR sensor configurations in terms of bulk refractive index
sensitivity is evaluated.

4.1.1
Sensitivity of SPR Sensors with Angular Modulation

In SPR sensors with angular modulation, the sensor output is the coupling
angle θr and therefore the instrumental contribution to sensor sensitivity SRI1
is equal to δθr/δnef. After a straightforward manipulation, differentiation of
the coupling conditions for the prism coupler (see Chap. 1 of this volume [1])
in nef and θ (θi for the grating coupler, the angle of incidence is given in
a medium with a refractive index ni = 1), yields:
(

δθr

δnef

)

prism
=

1
np cos θr

=
1√

n2
p – n2

ef

, (12)

where np is the refractive index of the prism. Similarly, by differentiating the
coupling condition for the grating coupler (see Chap. 1 in this volume [1]),
one can obtain:
(

δθr

δnef

)

grating
=

sgn(m)
cos θr

=
sgn(m)√

1 –
(

nef – |m|λ
Λ

)2
, (13)

where m denotes the order of diffraction. Equation 13 suggests that(
δθr/δnef

)
grating is positive for positive diffraction orders and negative for

negative diffraction orders (resonant angle decreases with nef increase). An
increase in the diffraction order can be compensated for by a decrease in the
grating period Λ. Figure 5 depicts the wavelength dependence of δθr/δnef for
model prism- and grating-based SPR sensors.
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Fig. 5 Instrumental contribution to sensitivity δθr/δnef as a function of wavelength for
SPR sensors with angular modulation and prism coupler or grating coupler and three
different grating periods. Prism-based sensor configuration: BK7 glass prism, gold film,
and a non-dispersive dielectric (refractive index 1.32). Grating-based sensor configura-
tion: a non-dispersive dielectric (refractive index 1.32) and gold grating

As follows from Fig. 5, the sensitivity
(
δθr/δnef

)
prism increases with a de-

creasing wavelength following the wavelength dependence of the effective
index of the surface plasmon and the coupling angle (see Chap. 1 of this
volume [1]). The rapid increase of

(
δθr/δnef

)
prism at short wavelengths is as-

sociated with the effective index of a surface plasmon nef approaching the
refractive index of the prism np (and angle of incidence approaching 90 deg).
The instrumental contribution to sensitivity

(
δθr/δnef

)
grating exhibits a mini-

mum that corresponds to the normal incidence (λ = Λnef) and increases both
towards long and short wavelengths.

For SPR sensors with angular modulation using coupled surface plasmons
on a thin metal film (instead of conventional surface plasmons on a metal–
dielectric interface), the instrumental contribution to sensitivity δθr/δnef can
also be calculated from Eqs. 12 and 13.

As follows from Eq. 12, the instrumental contribution
(
δθr/δnef

)
prism is de-

termined by the difference between the refractive index of the prism and
effective index of the surface plasmon. Therefore, the highest sensitivity
can be obtained using an antisymmetric surface plasmon (which, however,
exists only within a range of wavelengths at which its effective index is
smaller than the refractive index of prism) (Fig. 6). SPR sensors employ-
ing a symmetric surface plasmon are less sensitive than those using con-
ventional plasmon at a metal–dielectric interface (Fig. 6). The sensitivity
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Fig. 6 Instrumental contribution to sensitivity δθr/δnef as a function of wavelength for an
SPR sensor with angular modulation which employs symmetric (SSP) and antisymmetric
(ASP) surface plasmons excited on a thin gold film using prism or grating coupler. Prism-
based sensor configuration: BK7 glass prism, buffer layer (refractive index 1.32), gold film
(thickness 20 nm), and a non-dispersive dielectric (refractive index 1.32).Grating-based
sensor configuration: a non-dispersive dielectric (refractive index 1.32) and grating (grat-
ing period 600 nm) supporting a gold film (thickness 20 nm) and a buffer layer (refractive
index 1.32)

(
δθr/δnef

)
grating of grating-based SPR sensors using symmetric and anti-

symmetric surface plasmons follows basically the same trend, however, the
cut-off for the antisymmetric mode

(
nef = (λm/Λ + 1)

)
is shifted to shorter

wavelengths.
Once the instrumental contribution to sensitivity δθr/δnef of an SPR sensor

has been determined, the sensitivity to refractive index can be calculated as
follows:

SRI =

∣∣∣∣
δθr

δnef

∣∣∣∣
δnef

δn
, (14)

where the term δnef/δn describes the sensitivity of the effective index of
a surface plasmon to refractive index and depends on the details of the dis-
tribution of the refractive index change. In the following section we calculate
the sensor sensitivity to bulk refractive index change to illustrate this process
and to provide a practical means for evaluation of the sensitivity of various
configurations of SPR sensors.

The sensitivity of angular modulation-based SPR sensors to bulk refrac-
tive index (herein denoted as

(
Sθ

)
prism and

(
Sθ

)
grating for SPR sensors using

prism and grating couplers, respectively) can be derived from Eqs. 12 and 13,
and the equation for δnef/δn obtained using the perturbation theory (Eq. 58
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in Chap. 1 of this volume [1]) [13]:

(
Sθ

)
prism =

ε′
m

√
– ε′

m

(
ε′

m + n2
)√

ε′
m

(
n2 – n2

p

)
– n2n2

p

, (15)

(
Sθ

)
grating

=
ε′

m
√

– ε′
m

(
ε′

m + n2
)√(

1 – m2λ2

Λ2

) (
n2 + ε′

m
)

– n2ε′
m + 2n |m|λ

Λ

√
ε′

m
(
n2 + ε′

m
) , (16)

where ε′
m is the real part of the permittivity of metal. Bulk refractive index

sensitivities of model SPR sensors with angular modulation and prism and
grating coupler were calculated using (Eq. 15) and (Eq. 16) and are shown in
Fig. 7. As the sensitivity of the effective index of the surface plasmon to bulk
refractive index decreases slowly with an increasing wavelength, the behav-
ior of the bulk refractive index sensitivity basically follows the instrumental
contribution δθr/δnef. The bulk refractive index sensitivity of SPR sensors
using symmetric or antisymmetric surface plasmons is also dominated by the
instrumental contribution δθr/δnef (Fig. 8).

Fig. 7 Bulk refractive index sensitivity as a function of wavelength for SPR sensors with
angular modulation and prism coupler or grating coupler and three different grating
periods. Prism-based sensor configuration: BK7 glass prism, gold film, and a non-
dispersive dielectric (refractive index1.32). Grating-based sensor configuration: a non-
dispersive dielectric (refractive index 1.32) and gold grating



56 J. Homola · M. Piliarik

Fig. 8 Bulk refractive index sensitivity as a function of wavelength for an SPR sensor with
angular modulation which employs symmetric (SSP) and antisymmetric (ASP) surface
plasmons excited on a thin gold film using prism or grating coupler. Prism-based sensor
configuration: BK7 glass prism, buffer layer (refractive index 1.32), gold film (thickness
20 nm), and a non-dispersive dielectric (refractive index 1.32). Grating-based sensor con-
figuration: a non-dispersive dielectric (refractive index 1.32) and grating (grating period
600 nm) supporting a gold film (thickness 20 nm) and a buffer layer (refractive index
1.32)

4.1.2
Sensitivity of SPR Sensors with Wavelength Modulation

In SPR sensors with angular modulation, the sensor output is the coupling
wavelength λr and therefore the instrumental contribution to sensor sensitiv-
ity SRI1 is equal to δλr/δnef. By differentiating the coupling conditions for the
prism, grating, and waveguide coupler (see Chap. 1 of this volume [1]) in nef
and λ, we obtain:
(

δλr

δnef

)

prism
=

1
dnp
dλ

nef
np

– dnef
dλ

, (17)

(
δλr

δnef

)

grating
=

1
|m|
Λ

– dnef
dλ

, (18)

(
δλr

δnef

)

waveguide
=

1
dnwg

dλ
– dnef

dλ

, (19)

where the derivatives dnef/dλ, dnp/dλ and dnwg/dλ describe the dispersion
of the effective index of a surface plasmon, dispersion of the coupling prism,
and chromatic dispersion of the waveguide, respectively. The dispersion of
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glasses constituting prism couplers is usually much smaller than the disper-
sion of surface plasmons on a metal–dielectric interface. For the wavelengths
and typical materials used in waveguide-based SPR sensors, the chromatic
dispersion dnwg/dλ is to a large extent determined by the material dispersion
of the waveguide. The wavelength dependence of the instrumental contribu-
tion to sensitivity δλr/δnef for model prism and grating-based SPR sensors,
calculated using Eqs. 17 and 18, is shown in Fig. 9.

The instrumental contribution to sensitivity of SPR sensors using prism
couplers

(
δλr/δnef

)
prism is primarily determined by the second term in

the denominator of Eq. 17 dnef/dλ and therefore
(
δλr/δnef

)
prism increases

with increasing wavelength. The instrumental contribution to sensitivity(
δλr/δnef

)
grating increases with an increasing wavelength and levels off as the

term m/Λ dominates over dnef/dλ. The instrumental contribution to sensi-
tivity of SPR sensors with prism coupler

(
δλr/δnef

)
prism is typically larger by

an order of magnitude than that for a grating coupler
(
δλr/δnef

)
grating.

For SPR sensors with wavelength modulation using coupled surface plas-
mons on a thin metal film (instead of conventional surface plasmons on
a metal–dielectric interface), the instrumental contribution to sensitivity
δλr/δnef can be also calculated from Eqs. 17 and 18 (Fig. 10). The wavelength
dependence of the instrumental contribution to sensitivity δλr/δnef for model
prism and grating-based SPR sensors employing symmetric and antisymmet-

Fig. 9 Instrumental contribution to sensitivity δλr/δnef as a function of wavelength for
SPR sensors with wavelength modulation and prism coupler or grating coupler and three
different grating periods. Prism-based sensor configuration: BK7 glass prism, gold film,
and a non-dispersive dielectric (refractive index 1.32). Grating-based sensor configura-
tion: a non-dispersive dielectric (refractive index 1.32) and gold grating
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Fig. 10 Instrumental contribution to sensitivity δλr/δnef as a function of wavelength for
an SPR sensor with wavelength modulation which employs symmetric (SSP) and anti-
symmetric (ASP) surface plasmons excited on a thin gold film using prism or grating
coupler. Prism-based sensor configuration: BK7 glass prism, buffer layer (refractive in-
dex 1.32), gold film (thickness 20 nm), and a non-dispersive dielectric (refractive index
1.32). Grating-based sensor configuration: a non-dispersive dielectric (refractive index
1.32) and grating (grating period 600 nm) supporting a gold film (thickness 20 nm) and
a buffer layer (refractive index 1.32)

ric surface plasmons, calculated using Eqs. 17 and 18, is shown in Fig. 10. The
instrumental contribution to sensitivity

(
δλr/δnef

)
prism for the symmetric

surface plasmon increases until the denominator in Eq. 17 reaches zero [14]
and is larger by an order of magnitude than that for the conventional sur-
face plasmon on a metal–dielectric interface, or for the antisymmetric surface
plasmon. The instrumental contribution to sensitivity of SPR sensors using
grating couplers

(
δλr/δnef

)
grating and symmetric or antisymmetric surface

plasmon increases with increasing wavelength and is significantly smaller
than

(
δλr/δnef

)
prism and comparable with

(
δλr/δnef

)
grating values obtained

using conventional surface plasmons on gold–dielectric interface.
Once the instrumental contribution to sensitivity δλr/δnef of an SPR sen-

sor has been determined, the sensitivity to refractive index can be calculated
as follows:

SRI =
δλr

δnef

δnef

δn
, (20)

where the term δnef/δn describes the sensitivity of the effective index of
a surface plasmon to refractive index and depends on the details of the distri-
bution of the refractive index change. The spectral sensitivity of SPR sensors
based on prism and grating couplers and wavelength modulation for conven-
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Fig. 11 Bulk refractive index sensitivity as a function of wavelength for SPR sensors
with wavelength modulation and prism coupler or grating coupler and three differ-
ent grating periods. Prism-based sensor configuration: BK7 glass prism, gold film, and
a non-dispersive dielectric (refractive index 1.32). Grating-based sensor configuration:
a non-dispersive dielectric (refractive index 1.32) and gold grating

Fig. 12 Bulk refractive index sensitivity as a function of wavelength for SPR sensors with
wavelength modulation employing symmetric (SSP) and antisymmetric (ASP) surface
plasmons excited on a thin gold film using prism or grating coupler. Prism-based sensor
configuration: BK7 glass prism, buffer layer (refractive index 1.32), gold film (thickness
20 nm), and a non-dispersive dielectric (refractive index 1.32). Grating-based sensor con-
figuration: a non-dispersive dielectric (refractive index 1.32) and grating (grating period
600 nm) supporting a gold film (thickness 20 nm) and a buffer layer (refractive index
1.32)
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tional surface plasmons on a gold–dielectric interface and coupled surface
plasmons on a thin gold film is shown in Figs. 11 and 12.

Analytical expressions for sensitivity of SPR sensors with wavelength mod-
ulation can be derived from Eq. 20 using Eqs. 17 and 18 (δnef/δn is taken from
Eq. 58 in Chap. 1 of this volume [1]) or directly from the coupling condi-
tions [13]:

(
Sλ

)
prism =

ε′2
m

– n3

2
dε′

m
dλ

+ ε′
m
(
n2 + ε′

m
) n

np

dnp
dλ

, (21)

(
Sλ

)
grating =

ε′2
m

– n3

2
dε′

m
dλ

+ |m|
Λ

(
n2 + ε′

m
)√

ε′
m
(
n2 + ε′

m
) , (22)

where dε′
m/dλ and dnp/dλ represent the material dispersion of the metal

and prism respectively.

4.1.3
Sensitivity of SPR Sensors with Intensity Modulation

In SPR sensors with intensity modulation, the sensor output is the intensity
(which is proportional to reflectivity in prism or grating-based SPR sensor)
and therefore the instrumental contribution to sensor sensitivity SRI1 can be
written as δR/δnef, where R denotes reflectivity. In order to derive analytical
expressions for the instrumental contributions to sensor sensitivity, the re-
flectivity is assumes to follow the Lorentzian shape (Eq. 78 in Chap. 1 of this
volume [1]):

R
.
= 1 –

4γiγrad

∆2
ef + (γi + γrad)2

, (23)

where γi and γrad denote the attenuation coefficients of surface plasmons due
to the absorption and radiation, respectively [15] and:

∆ef = np sin θ – nef , (24)

for prism coupler. Using Eq. 23, the sensitivity of reflectivity to effective re-
fractive index can be expressed as follows:

∂R
∂nef

=
– 8∆efγiγrad[

∆2
ef + (γi + γrad)2

]2 . (25)

Yeatman et al. showed that the maximum slope of the reflectivity occurs
when:

∆ef = ± (γi + γrad)√
3

(26)

and that the maximum slope can be obtained when γrad = γi/2 [16]. This con-
dition reduces the depth of the resonant dip, but the decrease of its width
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results in the increase of the reflectivity dependence slope. Under these condi-
tions, the maximum instrumental contribution to sensitivity can be expressed
as:

δR
δnef

=
(

∂R
∂nef

)

max
=

2
√

3
9γi

. (27)

The wavelength dependence of the instrumental contribution to sensitivity
δR/δnef for model prism-based SPR sensors calculated using Eq. 27 is shown
in Fig. 13.

The bulk refractive index sensitivity can be calculated from the instru-
mental sensitivity in a similar fashion as in previous sections for the angular
and wavelength modulation. The sensitivity to bulk refractive index can be
expressed as:

SRI =
δR
δnef

δnef

δn
. (28)

The maximum sensitivity of intensity modulation-based SPR sensors to bulk
refractive index

(
SI
)

max can be derived from Eq. 28 (where δnef/δn is from

Fig. 13 Instrumental contribution to sensitivity δR/δnef as a function of wavelength for
SPR sensors with intensity modulation and a prism coupler exciting a conventional sur-
face plasmon (SP) at the interface of gold and a non-dispersive dielectric (refractive
index 1.32) and coupled symmetric (SSP) and antisymmetric (ASP) surface plasmons on
a thin gold film (thickness 20 nm) surrounded by two identical non-dispersive dielectrics
(refractive index 1.32)



62 J. Homola · M. Piliarik

Fig. 14 The maximum bulk refractive index sensitivity as a function of wavelength for
SPR sensors with intensity modulation and a prism coupler exciting a conventional sur-
face plasmon (SP) at the interface of gold and a non-dispersive dielectric (refractive
index 1.32) and coupled symmetric (SSP) and antisymmetric (ASP) surface plasmons on
a thin gold film (thickness 20 nm) surrounded by two identical non-dispersive dielectrics
(refractive index 1.32)

Eq. 58 in Chap. 1 of this volume [1]) as follows:

(
SI
)

max =
4
√

3
9

ε′2
m

ε′′
mn3 , (29)

where ε′
m and ε′′

m are the real and imaginary part of the metal permittivity, re-
spectively. Figure 14 shows the maximum sensitivity calculated using Eq. 28
for selected model SPR sensor configurations. As follows from Fig. 14, the
bulk refractive index sensitivity of intensity-based sensors increases with in-
creasing wavelength. This behavior is caused by the attenuation coefficient of
surface plasmons, which decreases with increasing wavelength.

4.2
Resolution

Resolution of SPR sensors defines the smallest change in the bulk refractive
index that produces a detectable change in the sensor output. The magni-
tude of sensor output change that can be detected depends on the level of
uncertainty of the output, the output noise.

The noise of sensor output originates in the optical system and readout
electronics of an SPR sensor instrument. Dominant sources of noise are fluc-
tuations in the light intensity emitted by the light source, statistical properties
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of light (shot noise), and noise in conversion of light intensity into photoelec-
trons by the detector and supporting circuitry.

The noise in the intensity of light emitted by the light source is propor-
tional to the intensity and therefore its standard deviation σ can be given as
σL = σ rel

L I, where σ rel
L is relative (intensity-independent) standard deviation

and I denotes the measured light intensity.
The shot noise is associated with random arrival of photons on a detector

and corresponding random production of photoelectrons. Conventional light
sources produce photon flux that obeys Poisson statistics, which produces
a shot noise σS directly proportional to the square root of the detected light
intensity: σS = σ rel

S
√

I, where σ rel
S is relative (intensity-independent) stan-

dard deviation [17]. The detector noise consists of several contributions that
originate mostly in temperature generated photoelectrons and the detector
electronic circuitry, and its standard deviation σD is independent of the de-
tected light intensity. The resulting noise of the measured light intensity σI is
a statistical superimposition of all the noise components and can therefore be
expressed as:

σI(I) =

√
I2
(
σ rel

L

)2
+ I
(
σ rel

S

)2
+ σ2

D . (30)

In SPR sensors based on wavelength or angular modulations, multiple in-
tensities corresponding to different wavelengths or angles of incidence are
acquired. This results in series of wavelength or angular spectra in time (I1, I2,
I3, ..., IN). These spectra are mathematically processed to generate the sensor
output. In the first phase of data processing, the spectra are usually averaged
(to reduce noise) and normalized (to eliminate effects of unequal angular
or wavelength light distribution). The averaging either involves averaging of
time series of intensity from the same detector (time averaging) or averaging
of intensities from multiple detectors (e.g., of a 2D array) measured at a sin-
gle time (spatial averaging). As in the time domain, all the noise contributions
behave independently, the time averaging of N spectra reduces the noise of
each intensity in the spectrum as follows:

σ tN
I =

√√√√
I2

(
σ rel

L

)2

N
+

I
(
σ rel

S

)2

N
+

σ2
D

N
=

σI√
N

. (31)

Spatial domain averaging can be applied when the sensor signal from N dif-
ferent detectors is averaged. In wavelength or angular modulation it is usually
applied to spectra that are measured in several rows of a 2D detector [18, 19].
In sensors based on intensity modulation such as SPR imaging, the averaged
area corresponds to one measuring channel [20–22]. In spatial averaging, the
light fluctuations affect all the intensities measured by different detectors in
the same way and therefore the light source noise is not reduced by the spatial
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averaging:

σ sN
I =

√√√√
I2
(
σ rel

L

)2
+

I
(
σ rel

S

)2

N
+

σ2
D

N
>

σI√
N

. (32)

Therefore, especially in SPR sensors with intensity modulation, the light
source noise can dominate over the shot noise and detector noise and needs
to be reduced by other means.

The averaged and normalized spectra are translated into the sensor output
by an appropriate data processing algorithm. Numerous methods for calcu-
lation of sensor output have been used in SPR sensors such as the centroid
method [23, 24], polynomial fitting followed with the analytical calculation of
the polynomial minimum [25, 26], and optimal linear data analysis [27]. As
can be shown by a more general analysis, the noise in angular or wavelength
spectra transforms to the noise in the sensor output in a similar fashion
for the most common algorithms [28]. Therefore, we shall use the centroid
method as a model data processing algorithm to illustrate the propagation of
noise into the sensor output.

The centroid method uses a simple algorithm which finds the geometric
center of the portion of the SPR dip under a certain threshold. Although the
geometric center does not necessarily coincide with the minimum of the spec-
trum, as SPR sensing usually relies on relative measurements, the offset of
the geometric center does not affect the final measurements. The centroid is
calculated as follows:

YC =

∑
j

xj
(
Ithresh – Ij

)

∑
j

(
Ithresh – Ij

) , (33)

where xj represent the spectral positions of the contributing intensities Ij
and Ithresh denotes the threshold value. If the noise of intensities detected by
individual detectors can be treated as independent, the resulting standard de-
viation of calculated dip position (sensors output noise) σso can be derived
from the noise of individual intensities σ(Ij) as:

σ2
so =

N∑

j=1

(
∂YC

∂Ij

)2

σ2 (Ij
)

, (34)

where N is the number of involved intensities, and ∂YC/∂Ij denotes the incre-
mental contribution factors to the noise of dip position YC (sensor output)
from each detector [29]. If we assume that the portion of the SPR dip used
by the centroid algorithm follows the Lorentzian profile (see Chap. 1 in this
volume [1]), that the optimum threshold level is at the half of the SPR dip
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depth [29], and substitute YC from Eq. 33 in Eq. 34, we obtain:

σso
.
=

1.75
Nd

√√√√√
N∑

j=1

(YC – xj)2σ2
(
Ij
)

, (35)

where YC is the centroid position, N is the number of intensities below the
threshold, and d is the depth of the dip (difference of intensities between the
dip minimum and threshold). For the three types of noise discussed above:
(a) the additive noise independent of the intensity, (b) the noise proportional
to the square root of intensity (shot noise) and (c) the noise proportional to
the intensity, Eq. 35 yields:

σso = K
σth

d
· w√

N
, (36)

where σth is the intensity noise at threshold, d is the depth of the dip (differ-
ence of intensities between the dip minimum and threshold), w is the width of
the dip (at the threshold) and K = K1 = 0.50 for additive noise, K = K2 = 0.43
for the shot noise, and K = K3 = 0.38 for the noise proportional to the inten-
sity. If the intensity noise is superimposition of the three types of noise with
weights g1, g2, and g3 (g1 + g2 + g3 = 1), the coefficient K can be calculated as

K =
√

g1K2
1 + g2K2

2 + g3K2
3 . This yields a refractive index uncertainty σRI:

σRI =
σso

SRI
= K

σth

d
√

N
· w

SRI
, (37)

where SRI denotes the bulk refractive index sensitivity of the sensor. The
width of the SPR dip is directly correlated with its sensitivity and it can be
shown that the ratio w/SRI depends only weakly on the choice of coupler and
modulation.

Equation 36 indicates that the sensor output noise is linearly dependent on
the noise of measured signal and inverse linearly dependent on the depth of
the SPR dip. If the number of measured intensities N is proportional to the
investigated spectrum width, the sensor output noise depends on the square
root of the width.

Using Eq. 37, the ultimate resolution of an SPR sensor can be predicted.
Figure 15 shows theoretical resolutions calculated using Eq. 37 for SPR sen-
sors employing three different types of detectors (a linear CCD detector,
2D CCD, and PDA detector). The following parameters were used for the
simulations of the SPR sensor using a linear CCD detector: shot noise of
0.6% at the saturation level of the detector [29], and time averaging over
500 spectra (limited by typical readout and exposure times), which yields(
σth/d

)
= 4×10–4 (threshold is set to half of the detector dynamical range).

The following parameters were used for the SPR sensor using a 2D detec-
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Fig. 15 Modeled resolution of SPR configuration with linear CCD, 2D CCD, and large area
photodiode array (PDA) as a function of wavelength

tor: shot noise of 0.6%, spatial averaging over 100 detector lines [30], and
time averaging over 50 spectra, which yields

(
σth/d

)
= 1×10–4 (threshold

at half of the detector dynamical range). The following parameters were
used for the simulations of the SPR sensor using a linear photodiode array
(PDA) detector: the noise is dominantly additive (g1 = 0.8, g2 = 0.2, K = 0.49)
and its SD relative to the threshold set to half of the detector dynamical
range is 0.1% [29]. The time averaging over 50 spectra is supposed, yield-
ing

(
σth/d

)
= 1×10–4. Furthermore, it is assumed that the width of the SPR

dip covers 300 pixels (N = 300), which is close to the configuration analyzed
in [29–31].

Figure 15 suggests that SPR sensors with large area detectors such as PDA
or 2D array CCD can potentially achieve a better resolution compared to sys-
tems using linear CCD detectors. This comparison is related to the fact that
more light is measured with large area detectors in the same period of time,
which results in the reduction of the shot noise.

5
Summary

Surface plasmon resonance (SPR) sensors are optical sensing devices that take
advantage of the sensitivity of a special type of electromagnetic field, a sur-
face plasmon, to changes in refractive index. SPR sensors can be classified
based on the method for optical excitation of surface plasmons and the meas-
ured characteristic of the light wave interacting with the surface plasmon.
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SPR sensors directly measure refractive index. In conjunction with appropri-
ate biorecognition elements, they can be used as affinity biosensors allowing
detection of the capture of analyte molecules by biorecognition elements
immobilized on the sensor surface. The ability of SPR sensors to perform
measurements is described by the performance characteristics, of which the
most important are the sensitivity, resolution, accuracy, reproducibility, and
limit of detection. The sensitivity and resolution are primarily determined by
the properties of the optical system of the SPR sensor and can be linked to
specific design parameters.
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Abbreviations
A Analyte (free reagent in solution)
B Complex of analyte and receptor
D Diffusion coefficient (coefficient of translational diffusion)
Da Damköhler number
h Flow cell height
ka Association rate constant
kd Dissociation rate constant
K Equilibrium association constant (binding affinity)
l Flow cell length
NA Avogadro’s number
PDE Fundamental equation of analyte transport inside flow cell (partial differential

equation)
Pe Peclét number
R Receptor (binding target for the analyte immobilized at the sensor surface)
RU Units of the SPR sensor response (resonance units)
Re Reynolds number
w Flow cell width
[X] Molar concentration of X
x Space coordinate in direction of the analyte flow
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y Space coordinate in direction perpendicular to the sensor surface
α Free analyte concentration (≡ [A])
α0 Injected analyte concentration
β Surface concentration of receptor (moles per square area)
γ Surface concentration of complex (indexed for various types of complexes when

necessary)
ξ Sensor response (in RU)
ξS Standard sensor response (in RU) corresponding to all receptor sites bound to

analyte in 1 : 1 ratio

1
Introduction

Binding and/or unbinding of biomolecules at the active surface of an SPR
biosensor is controlled by various mechanisms that result in variety of tem-
poral profiles of the SPR biosensor response and in dependence on mi-
croenvironmental conditions. The determination of binding kinetics provides
important new information about interacting molecules. This is commonly
considered one of the greatest advantages of the SPR biosensor technique. Al-
though in ideal cases an appropriate kinetic model of molecular interaction
is able to completely describe the SPR biosensor response, in reality the in-
fluence of hydrodynamic conditions often has to be taken into account [1].
This chapter is devoted to molecular interaction models that correspond to
the processes most frequently encountered at SPR biosensor surfaces. It also
deals with hydrodynamic effects and their exact or approximate mathemati-
cal description.

2
Interaction Models

To quantitatively analyze the sensor response to interactions between the
studied biomolecule (analyte) and the surface bound receptors, it is ne-
cessary to employ a relevant mathematical model. The core part of the
model is a kinetic equation that describes how the temporal amounts of
formed/dissociated complexes depend on the momentary local concentra-
tions of the free analyte and the free binding sites of the receptors.

SPR biosensor experiments measure only relative changes in the molecular
mass attached to the sensor surface from the beginning of the interaction be-
ing studied. The response ξ is then directly proportional to the concentration
of the bound analyte (conditions that guarantee a linear sensor response are
assumed throughout the chapter). In the case of a single type of analyte bind-
ing to the receptors in a 1 : 1 stoichiometric ratio, the response is proportional
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to the concentration of the formed complexes:

ξ = const MAγ , (1)

where MA is the mass of the analyte molecule and γ is the surface concen-
tration of the formed complexes. It can be shown that for sufficiently high
analyte concentrations, the sensor response will eventually reach its max-
imum value, which corresponds to all of the receptors being occupied. This
response does not change measurably with further increases in the analyte
concentration. Considering that the maximum possible response for the 1 : 1
stoichiometry is given by:

ξS = const MAβ , (2)

where β is the surface concentration of receptors, it is widely useful to char-
acterize the sensor response by its normalized value:

ξ/ξS = γ/β . (3)

2.1
Pseudo First-Order Kinetics

Whenever we deal with analyte binding to receptors fixed at a sensor sur-
face, the second order reaction model represents the basis of its description.
This model concerns the situation when two partners, A and R, form a single
complex AR. This can be, for instance, binding of an antigen to an antibody,
docking of a substrate to an enzyme with a single binding pocket, or duplex
formation by two complementary chains of nucleic acid. In the case of inter-
actions at the sensor surface, we have to distinguish between the immobilized
receptor R and the analyte A present in the solution. Two processes are con-
sidered by the model: (1) the association process whereby A and R bind to
each other and create the immobilized complex AR and (2) the dissociation
process whereby the complex AR dissociate into two parts, A and R. These
processes are symbolized by:

A + R → AR and AR → A + R . (4)

For the association, it is essential that A and R are in close proximity, i.e., their
distance must be shorter than a critical radius. If this condition is satisfied,
there is a certain probability that within a unit time interval A and R will form
a complex. For a set of given environmental conditions (temperature, pres-
sure, solvent properties) this probability is the same for all neighboring pairs
of A and R, provided we do not consider microscopic conditions such as their
mutual orientation or their instantaneous speeds of translation and rotation.
For a given receptor the probability that any molecule of analyte appears
within the critical distance is proportional to the concentration of A. The total
number of associations per time interval in a particular region is proportional
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to the total number of receptors involved, because they all can create a com-
plex with the same probability. As a result, we obtain a relationship between
the amount of the complexes γ formed per unit time, the instantaneous con-
centration of the free analyte [A] = α, and the concentration of free receptors
β–γ :

dγa

dt
= kaα

(
β – γ

)
, (5)

where ka is a constant that characterizes the chemical reaction in the sense
that it is independent of time and of the reactants concentrations. It is called
the association or forward rate constant.

On the other hand, for each complex there is certain probability that within
a unit time interval it will dissociate into A and R separated by a distance
larger than the critical radius. This probability is the same for all complexes
at the given conditions. The dissociation leads to a decrease of the complex
concentration proportional to its instantaneous value:

dγd

dt
=– kdγ , (6)

where kd is called the dissociation or reverse rate constant. In a real system,
both the association and dissociation processes occur simultaneously. It can
be symbolically expressed as:

A + R
ka�
kd

AR . (7)

The time dependence of the total complex concentration is then described by
the summed effects of both processes:

dγ

dt
=

dγa

dt
+

dγd

dt
= kaα

(
β – γ

)
– kdγ . (8)

Both quantities β and γ must be expressed in the same kind of local density.
In the case of a solution phase reaction, we would understand them as mo-
lar concentrations, i.e., number of moles per unit volume. For receptors fixed
on the sensor surface it is more straightforward to define them as surface
concentrations, i.e., number of moles per unit area.

The solution of Eq. 8 depends strongly on how the concentration of the free
analyte α is controlled. In the case of an active sensor surface surrounded by
a solvent occupying certain closed volume V, the analyte can be injected as
a highly concentrated solution [1, 2]. In the ideal case of a perfectly mixed so-
lution, the effect of the injection can be described as an immediate jump in
the analyte concentration from zero to a certain starting value α0. During the
consequent process the free analyte will be consumed by association with the
receptor, while the sum of the free and bound analyte will be kept constant:

αV + γS = α0V = const , (9)
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where S is the sensor area. The temporary change in the complex concentra-
tion is then proportional to a quadratic polynomial of its instantaneous value
(Fig. 1):

dγ

dt
= ka

(
α0 –

S
V

γ

) (
β – γ

)
– kdγ . (10)

At longer times, the solution of Eq. 10 converges to an equilibrium state(
dγ
dt = 0

)
, which is characterized by the well-known equation:

K =
ka

kd
=

γeq(
α0 – γeqS/V

) (
β – γeq

) , (11)

where K is the equilibrium (association) constant. Sometimes it is also re-
ferred to as the binding affinity. A sense of Eq. 11 is demonstrated in Fig. 1:
changes in the association rate influence how fast both the concentration of
the complexes and that of the free analyte come to equilibrium. Note that
their equilibrium values are not changed, because the equilibrium constant is
fixed.

Fig. 1 Analyte-to-receptor binding after the analyte injection, according to the model
of the second order reaction in closed volume (Eq. 10). Parameters: α0 = 1.5 µM,
β = 10–9 M cm, S = 1 cm2, V = 1 µL, K = 107 M–1. Solid line ka = 4.5×104 M–1 s–1, dashed
line ka = 1.5×104 M–1 s–1
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Very often the number of molecules of analyte in volume V is much higher
than the amount of the receptors at the surface S. In this case, the term γS/V
in Eq. 10 can be neglected and we obtain:

dγ

dt
= kaα0

(
β – γ

)
– kdγ . (12)

Equation 12, originally derived by Langmuir for interactions at a surface in
contact with reactants in solution, is formally identical with the equation de-
scribing a first-order reaction in solution. It is therefore usually referred to as
pseudo first-order kinetics. Its solution is a single exponential function with
an asymptote corresponding to the equilibrium fulfilling equation:

K =
ka

kd
=

γeq

α0
(
β – γeq

) . (13)

Pseudo first-order kinetics is also typical for sensors that employ flow cells,
where the free analyte concentration is primarily controlled by flowing a solu-
tion through the cell. In this case, the free analyte concentration can be either
increased stepwise or decreased stepwise. As a result, an SPR sensorgram usu-
ally consists of two stages: an association stage that begins with the stepwise
increase of the free analyte concentration to a constant value α0, followed by
a dissociation stage where the free analyte concentration is stepped down to
zero. An ideal SPR response corresponding to this experiment (pseudo first-
order kinetics) is shown in Fig. 2.

After a sufficiently long time, the association and the dissociation rates
become practically equal and a dynamic equilibrium state is achieved. The

Fig. 2 Ideal flow-cell sensorgram according to the model of pseudo first-order re-
action (Eq. 12). Parameters: α0 = 1.5 µM, β = 1 nM cm, K = 107 M–1. Solid line ka =
4.5×104 M–1 s–1, dashed line ka = 1.5×104 M–1 s–1. Vertical dashed lines indicate begin-
ning of the association and the dissociation stage
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Fig. 3 Set of sensorgrams (model) suitable for equilibrium analysis (left) and binding
isotherm with indicated equilibrium sensorgram results (right). Model of pseudo first-
order reaction. Parameters: β = 1 nM cm, K = 107 M–1, ka = 4.5×104 M–1 s–1

equilibrium association constant K [3–7] can be determined by measuring
the dependence of the sensor’s equilibrium response on the injected analyte
concentration (binding isotherm). For pseudo first-order kinetics the binding
isotherm (Fig. 3) is given by:

ξEQ

ξS
=

Kα0(
1 + Kα0

) . (14)

An advantage of equilibrium analysis is that, in contrast to the other parts of
the sensorgram, the equilibrium phase of the association curve is not affected
by mass transport (see below).

2.2
Other Kinetic Models

In reality, the processes in the active sensor layer may be more complicated
and the sensor response will be a superposition of several parallel or consecu-
tive reactions. We will present some kinetic models that correspond to more
complex molecular interactions at the sensor surface.

Zero order reactions following the initial binding are usually interpreted
as conformational changes of the AR complex. Once the conformation is
changed, the complex cannot dissociate unless it transforms back into its ori-
ginal state. This additional reaction can slow down the kinetics. The model,
first presented in [8], has been applied in a few studies of complex biomolec-
ular systems where the analyte binding may substantially change the physico-
chemical properties of the receptor, such as the interaction of angiotensin II
with a receptor at a lipid membrane [9] or the interactions of sulfated polysac-
charides with immobilized enzyme targets [10]. The reaction scheme of this
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two-state model is:

A + R
ka1�
kd1

AR
ka2�
kd2

AR∗ . (15)

Assigning γ1 and γ2 to the concentrations of the complex in particular states:

γ1 = [AR] , γ2 =
[
AR∗] , (16)

the corresponding kinetic equations that account for the relationships be-
tween both types of complexes and the free receptor sites can be written as:

∂γ2

∂t
= ka2γ1 – kd2γ2

∂γ1

∂t
= ka1α0

(
β – γ1 – γ2

)
–

∂γ2

∂t
= ka1α0

(
β – γ1 – γ2

)
– kd1γ1 – ka2γ1 + kd2γ2 . (17)

As the conformational change does not influence the mass of the complex, the
sensor response will be:

ξ/ξS =
(
γ1 + γ2

)
/β . (18)

Models of parallel pseudo first-order reactions consider the case when two
interactions with different rate constants proceed simultaneously. Such situa-
tions can be attributed to different kinds of receptor sites or to different states
of the analyte [8, 11]. In the first case the model can describe heterogene-
ity of the sensor surface; the second may concern a macromolecular analyte
that can be present in various conformations, protonation states, etc. Besides
two sets of rate constants, the models also require specification of propor-
tion p between the two fractions of the receptor or analyte. For the model
considering two kinds of receptors, the following equations are obtained:

A + R1
ka1�
kd1

AR1 A + R2
ka2�
kd2

AR2 (19)

β1 = [R1] = pβ β2 = [R2] =
(
1 – p

)
β γ1 = [AR1] γ2 = [AR2]

dγ1

dt
= ka1α0

(
β1 – γ1

)
– kd1γ1

dγ2

dt
= ka2α0

(
β2 – γ2

)
– kd2γ2 (20)

ξ/ξS =
(
γ1 + γ2

)
/β .

Results of this model are illustrated in Fig. 4. For the case with two states of
the analyte, the equations are analogous to the previous ones except that the
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Fig. 4 Kinetics and sensorgram according to the model of two parallel pseudo first-
order reactions attributed to two kinds of receptors (Eq. 19). Parameters: α0 = 1.5 µM,
β = 1 nM cm, p = 0.8, ka1 = 104 M–1 s–1, kd1 = 0.001 s–1, ka2 = 8×104 M–1 s–1, kd2 = 0.04 s–1

effect of competition for the receptor sites must be included:

A1 + R
ka1�
kd1

A1R A2 + R
ka2�
kd2

A2R (21)

α1 = [A1] = pα0 α2 = [A2] =
(
1 – p

)
α0 γ1 = [A1R] γ2 = [A2R]

dγ1

dt
= ka1α1

(
β – γ1 – γ2

)
– kd1γ1

dγ2

dt
= ka2α2

(
β – γ1 – γ2

)
– kd2γ2 (22)

ξ/ξS =
(
γ1 + γ2

)
/β .

Equations 22 can also be employed in the case of two different analytes,
although the last relationship for calculating the sensor response must be
modified to account for the different masses of the analytes.

Multivalent receptor binding is a case when a single receptor molecule
can bind more than one molecule of analyte. Multivalent binding capacity is
a frequent feature of many biomolecular systems, for instance antibodies. An-
other example is the formation of triplexes by oligonucleotides. If a purine
oligonucleotide is fixed at the sensor surface as a receptor, a complementary
oligonucleotide can bind to it and to create a duplex. In special cases, an-
other oligonucleotide molecule may bind to the duplex and form a triplex.



78 J. Štěpánek et al.

This situation involves two successive reactions, each occurring at a unique
binding site. The corresponding kinetic equations are:

A + R
ka1�
kd1

AR AR + A
ka2�
kd2

ARA (23)

γ1 = [AR] γ2 = [ARA]

∂γ2

∂t
= ka2α0γ1 – kd2γ2 (24)

∂γ1

∂t
= ka1α0

(
β – γ1 – γ2

)
– kd1γ1 –

∂γ2

∂t
= ka1α0

(
β – γ1 – γ2

)
– kd1γ1 – ka2α0γ1 + kd2γ2

ξ/ξS =
(
γ1 + 2γ2

)
/β .

Here the standard sensor response is assumed to be the case when all recep-
tors are bound in 1 : 1 complexes (duplexes). That is why the relative response
can exceed 1, as is seen in Fig. 5.

Fig. 5 Kinetics and sensorgram according to the model of consecutive two binding
reactions in case of bivalent receptor (Eq. 23). Parameters: α0 = 1.5 µM, β = 1 nM cm,
ka1 = 6×104 M–1 s–1, kd1 = 0.003 s–1, ka2 = 104 M–1 s–1, kd2 = 0.012 s–1
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Binding of a multivalent analyte occurs when a single analyte molecule
can simultaneously occupy more than one receptor molecule. This case does
not mirror the previous one, because the resulting analyte/receptor interac-
tion strongly depends on the receptor distribution on the sensor surface. For
sufficiently sparse receptor spacing, only a single binding mode is available
despite the number of analyte binding sites – once the analyte is caught by
a receptor, it is isolated from other distant receptors. Increasing the receptor
density increases the probability of forming a receptor pattern that allows an
analyte to bind multiple receptors. In [12] the authors introduced the con-
cept of dividing the active sensor layer into spheres with a radius equal to the
functional distance between the two binding sites of the analyte. Using Pois-
son statistics they estimated the portion p of those receptors (RC) that were at
least by two inside one sphere. Remaining receptors (RS) were expected to be
single within a sphere. The kinetic model considered simple 1 : 1 binding on
RS receptors and consecutive binding on RC receptors:

A + RS
ka�
kd

ARS A + RC
ka�
kd

ARC ARC + RC
ka�
kd

ARCRC . (25)

Assuming the same rate constants for both binding sites on the analyte, the
following set of equations is obtained:

β1 = [RS] =
(
1 – p

)
β β2 = [RC] = pβ

γ1 = [ARS] γ2 = [ARC] γ3 = [ARCRC]

∂γ1

∂t
= 2kaα0

(
β1 – γ1

)
– kdγ1

∂γ2

∂t
= 2kaα0

(
β2 – γ2 – 2γ3

)
– kdγ2 –

∂γ3

∂t
(26)

∂γ3

∂t
= kaγ2

β2 – γ2 – 2γ3

β2

1
VspNA

– 2kdγ3

ξ/ξS =
(
γ1 + γ2 + 2γ3

)
/β .

Note that a factor of 2 appears in the kinetic equations to account for the dou-
bled probability because of two binding sites on the analyte. In the equation
for ∂γ3

∂t , the fraction β2–γ2–2γ3
β2

is the probability that there is a free receptor in-
side the sphere where the ARC complex occurs. The second fraction, 1

VspNA
,

where Vsp is the sphere volume and NA is Avogadro’s number, represents the
concentration of the available analyte – one molecule in the Vsp sphere. It
has been demonstrated in [12] that this model fits experimental data substan-
tially better than a solvent kinetic model of multiple binding, which does not
respect the fixed positions of the receptors.

At the end of this section it is worth mentioning that besides SPR stud-
ies where the analyte binding to the receptor is the only running interaction,
competitive SPR biosensor experiments with two concurrent interactions,
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i.e., analyte-immobilized receptor and analyte-another ligand in solution, can
also be performed. Proper kinetic models for competitive SPR studies should
be developed based on the appropriate kinetic equations for the particular
interactions, using an approach analogous to the aforementioned cases.

2.3
Thermodynamic Context of Equilibrium and Kinetic Constants

The equilibrium association constant K is directly related to the change of the
molar Gibbs energy attributed to complex formation ∆G 0:

∆G 0 =– RT ln
(
KaC 0) , (27)

where R is the universal gas constant, T is the absolute temperature, and C 0

is a standard concentration – as a rule its value is taken as 1 M. The basic
temperature dependence of ∆G is given by the van’t Hoff equation:

∆G = ∆H – T∆S , (28)

where ∆H and ∆S are the changes of enthalpy and of entropy. If they are both
temperature independent, a plot of ln

(
KaC 0

)
versus 1/T (van’t Hoff plot)

should be linear. The ∆H and ∆S values can be determined directly from the
graph; more precise is a least square fit of Eqs. 27 and 28.

The simple van’t Hoff equation (Eq. 28) is not completely correct if the
complex formation results in a change of the specific heat capacity ∆Cp,
in which case neither ∆H nor ∆S are exactly independent of temperature.
A more precise form of the van’t Hoff equation is [13]:

∆G
(
T
)

= ∆HTo – T∆STo + ∆Cp
(
T – T0

)
+ ∆CpT ln

(
T
T0

)
, (29)

where T0 is a reference temperature. To obtain reliable values of ∆HTo, ∆STo,
and ∆Cp (T0 is defined, usually T0 = 298.15 K, i.e., 25 ◦C), precise data over
a wider range of temperatures are necessary for the fit. Estimation of any of
the thermodynamic parameters from another experiment is very helpful.

The temperature dependence of ka and kd is usually characterized by
means of activation energy (Eact

a and Eact
d ) according to the Arrhenius equa-

tion:

ln k = ln P –
Eact

RT
, (30)

where P is a constant known as the pre-exponential factor. The activation en-
ergy is assumed to be a measure of the amount of thermal energy required for
binding or dissociation. Because Eact

a and Eact
d can be considered as activation

enthalpies, the reaction enthalpy can be calculated from the relationship:

∆H = Eact
a – Eact

d . (31)
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An unusually high Eact value indicates that binding and/or dissociation re-
quires the surmounting of high potential energy barriers, suggesting that
conformational rearrangements are required.

When possible, the kinetic rate constants determined using SPR sensors
have been compared to those obtained in bulk solution using other methods.
Good agreement was obtained only in some cases. For instance, it has been
reported [14] that when a study of the interactions between small inhibitor
molecules and immobilized proteins was carefully designed, performed, and
analyzed, very good agreement with the bulk data was achieved.

The basic formula for the association rate constant is given by Debye–
Smoluchowski theory:

ka = 4πϕεr
(
DA + DR

)
NA/1000 , (32)

where ϕ is a steric interaction factor, ε is an electrostatic interaction factor, r is
an interaction radius. DA and DR are translation diffusion coefficients of the
analyte and the receptor molecule.

Let us consider the term of the translation diffusion. The diffusion coeffi-
cient D expresses the ability of a molecule to change its position in solution
due to chaotic translation motion. Basic evaluation of the diffusion coefficient
can be obtained from the Stokes formula for a sphere in a fluid:

D =
kBT

6πaη
, (33)

where kB is the Boltzmann constant, T is the absolute temperature, η is the
viscosity of the fluid and a is the radius of the sphere approximating the
molecule size. Therefore, the diffusion coefficient decreases strongly with
increasing size of the molecule. In contrast to the case of both interaction
partners in solution, the translation diffusion of the receptor is limited when
it is immobilized at the sensor surface. The value inside the parentheses in
Eq. 32 may then be reduced and approximated as close to the DA term alone.
The final effect of immobilization on the translation diffusion term would de-
pend on the ratio between DA and DR. If the receptor is a large molecule like
protein and the analyte is a small molecule like the inhibitors used in the
experiments reported in [14], then DA ≈ (DA + DR) and the association and
dissociation rate constants may be very close for both the SPR biosensor and
for reactions in the bulk. On the other hand, a small receptor interacting with
a large analyte may be characterized by rate constants significantly different
from those measured in the bulk.

To conclude this section we summarize that, in general, the kinetic rate
constants obtained from SPR sensors may not agree with those obtained in
solution. The SPR technique seems to be better suited to performing compar-
ative studies of molecules according their affinity and other interaction char-
acteristics. However, improvements in the precision of SPR measurements
and of their theoretical description may soon lead to new approaches for ex-
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tracting fundamental information about biomolecular interactions using SPR
sensors with receptors with varying degrees of restricted mobility.

3
Mass Transport Effects

In SPR biosensors, the rate of biomolecular interactions at the surface depends
on the free analyte transport toward (association stage) or away from (disso-
ciation stage) the active zone. The stepwise free analyte concentration changes
discussed above are only an idealization, because the free analyte transport is
always limited. The influence of analyte transport on the reactions at the sen-
sor surface is given by comparing the transport throughput to the kinetic rates.
Slow analyte transport causes a decrease in its concentration when it is con-
sumed during the association phase and an increase when it is produced during
the dissociation phase. As a result, both reactions are slowed down.

This effect is illustrated in Fig. 6 where the kinetics of a simple pseudo
first-order reaction are calculated assuming that analyte transport is propor-

Fig. 6 Free analyte concentrations in the active layer and sensorgrams for the pseudo first-
order reaction and two-compartment model of the analyte transport. Parameters: α0 =
1.5 µM, β = 1 nM cm. Left ka = 0.03 M–1 s–1, kd = 0.003 s–1; right no binding of analyte to
receptor. Rate constant of the analyte diffusion flux (Eq. 32) kM/hlayer = 3×10–5 s–1 cm–1

(dashed line), 3×10–6 s–1 cm–1 (dash-and-dot), and 10–6 s–1 cm–1 (solid). Dotted line no
limitations of the analyte transport
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tional to the concentration difference between the bulk analyte solution and
the active sensor layer (two-compartment model, discussed in greater detail
later). In addition to the effect on analyte binding kinetics, the figure also
clearly illustrates that the reaction between the receptor and analyte influ-
ences, i.e., significantly reduces the free analyte concentration. If the reaction
does not occur (right-hand figures), the free analyte concentration reaches its
equilibrium value more rapidly.

3.1
Analyte Transport in a Flow Cell

The flow cell shape is typically rectangular with its length l (dimension
along the flow) and width w (dimension perpendicular to the flow and par-
allel to the sensor surface) in the range 10–0–10–2 cm, and a substantially
lower height h (dimension perpendicular to the sensor surface) measuring
10–2 –10–3 cm. Flow characteristics can be described by the Reynolds number:

Re =
ρΦ

ηh
, (34)

where ρ and η are the density and viscosity of the fluid, and Φ is the flow rate
(volume of fluid passing through the cell per unit time interval). The flow is
expected to be laminar (without turbulence) if Re < 2100 [15]. For water at
20 ◦C, Re = (Φ/h) · 0.998 mm2 s–1. Considering typical flow cell dimensions
and flow rates, the Reynolds number does not exceed several hundreds. The
distance between the active sensor surface and both the inlet and outlet is as
a rule far enough that the laminar flow profile is fully developed in the ac-
tive sensor region [16]. The velocity profile is therefore considered as constant
over the sensor active zone.

Let us introduce spatial coordinates in the flow-cell interior: x in direction
of the length, y in direction of the height, and z in direction of the width. The
magnitude of the velocity (its direction is uniformly parallel to the x-axis)
depends mainly on y. The velocity profile is parabolic, with the maximum
velocity vmax at the mid-point of the cell height and zero velocity at the cell
walls. In contrast, the velocity dependence on z is negligible (except for the
regions very close to the cell walls, which are sufficiently far from the active
region) [17]. The total fluid flux through the flow cell can thus be obtained
by integrating over the y coordinate from zero to h. This provides a relation
between vmax, the cell dimensions, and Φ:

vmax =
3
2

Φ

hw
. (35)

Similarly to the flow velocity, other parameters characterizing analyte trans-
port are also constant in the z-direction. This allows us to reduce the trans-
port problem to two spatial dimensions described by the coordinates x and y.
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The actual analyte concentration, which is of course no longer constant, is
then described as a function of these two coordinates, α = α

(
x, y, t

)
. The time

dependence of the analyte concentration is given by the continuity equation.
If no transport mechanism other than the laminar flow is considered, a par-
tial differential equation is obtained:

∂α
(
x, y, t

)

∂t
=– v

(
y
) ∂α

(
x, y, t

)

∂x
=– 4vmax

y
h

(
1 –

y
h

) ∂α
(
x, y, t

)

∂x
. (36)

To model the effect of an analyte injection, the equation has to be solved for
an initial condition of zero analyte concentration inside the flow cell at t = 0
and a boundary condition of analyte concentration α0 at the entrance of the
flow cell α

(
0, y, t

)
= α0. Results are shown in Fig. 7. It can be seen that for

the central part of the vertical profile the injected analyte concentration α0 is
achieved relatively rapidly (depending on the flow rate), but the analyte con-
centrations remains zero in close proximity of the cell walls. This is a direct
consequence of laminar flow – analyte transport to the active surface layer by
laminar flow alone is very ineffective.

The other transport mechanism, i.e., translational diffusion of the analyte,
becomes therefore highly important in the vicinity of the active sensor layer.
Translational diffusion is a mechanism that leads to concentration unifor-
mity in non-mixed solutions. It is described by the first Fick’s law that states
proportionality between the rate of diffusion and the concentration gradient.

Fig. 7 Analyte concentration in a flow cell at 10 mm distance from the injection en-
trance reached 3 s (dotted line), 6 s (dashed), and 15 s (solid) after beginning of the
injection as a consequence of pure laminar flow (diffusion not considered). Flow rates
were 10 µL min–1 (left), 30 µL min–1 (middle), and 90 µL min–1 (right). Cell dimensions:
20 mm (length) × 2.7 mm (width) × 0.05 mm (height)
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Fig. 8 Analyte concentration in a flow cell at 10 mm distance from the injection en-
trance reached 3 s (dotted line), 6 s (dashed), and 15 s (solid) after beginning of the
injection as a consequence of laminar flow and diffusion. Flow rates were 10 µL min–1

(left), 30 µL min–1 (middle), and 90 µL min–1 (right), diffusion coefficient 10–6 cm2 s–1.
Cell dimensions: 20 mm (length) × 2.7 mm (width) × 0.05 mm (height)

The proportionality constant D is called the diffusion coefficient and quan-
tifies the chaotic translation motion of the molecules in solution. Its basic
evaluation is given by the Stokes formula (Eq. 33). The diffusion coefficient
decreases as the size of the molecule increases. For typical biomolecules in
aqueous medium, D is usually between 10–7 cm2 s–1 and 10–6 cm2 s–1. Tem-
perature dependence of the diffusion coefficient follows T/η, where T is
absolute temperature and η viscosity of the solvent, unless the temperature
change does not alter the molecular shape.

If the translation diffusion is taken into account, the equation of the ana-
lyte transport will become:

∂α
(
x, y, t

)

∂t
= D

(
∂2α

(
x, y, t

)

∂x2 +
∂2α

(
x, y, t

)

∂y2

)

– 4vmax
y
h

(
1 –

y
h

) ∂α
(
x, y, t

)

∂x
. (37)

The effect of diffusion on the analyte distribution is shown in Fig. 8, where
Eq. 37 was solved using the same boundary conditions that were applied to
Eq. 35 to generate Fig. 7. Note the significant increase in analyte concentra-
tion near the cell walls, thanks to diffusion.
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3.2
Full Model of Mass Transport

A rigorous approach to modeling the reaction kinetics at the sensor surface,
including the mass transport effects, requires solving the fundamental par-

Fig. 9 Results of the full model of the analyte transport coupled to pseudo first-order re-
action kinetics. The model fitted to experimental sensorgram of DNA 23-mer binding to
its immobilized complementary DNA chain. The experimental sensorgram (upper graph,
black solid line with the association and dissociation periods indicated by vertical dashed
lines) is very well fitted by the theoretical course of the relative sensor response (gray long
dashes). The graphs below show the free analyte concentration in the close vicinity of the
active sensor layer as it is distributed 6, 50, 100, 150, and 200 s after the injection (on
the left, from the bottom up) and 0, 0.5, 1.12, 2.4, and 3.75 s after stopping the injection
(on the right, from the top down). The times corresponding to particular concentration
profiles are indicated in the upper graph by same graphical symbols. In the case of the
dissociation phase they can be resolved only after expansion of the time axis (insert).
Parameters: α0 = 10–7 M, β = 1.84×10–9 M cm, Φ = 70 µL min–1, D = 2.5×10–6 cm2 s–1,
ka = 5.6×105 M–1 s–1, kd = 2.5×10–6 s–1. The model was applied to the central part of the
flow cell (xy coordinates corresponding to the active zone of the sensor) with dimensions
of 2.5 mm×2.7 mm×0.04 mm
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tial differential (Eq. 37, PDE) coupled with the relevant kinetic equations.
The coupling is twofold. First, we have to apply the actual analyte concentra-
tion at the given point on the sensor surface. As this value varies along the
x-coordinate, the concentration of analyte/receptor complexes can no longer
be considered as only time dependent – it must be described as a function
of t and x: γ = γ (x, t). The kinetic equations need to be modified accordingly;
for instance, the equation of simple first-order kinetics (Eq. 12) is modified as
follows:

dγ (x, t)
dt

= kaα(x, 0, t) [β – γ (x, t)] – kdγ (x, t) . (38)

Secondly, we have to introduce the consumption or production of the free
analyte due to the interaction with receptors to the PDE. It is usually per-
formed [18–20] via a specific boundary condition that in the case of single
reaction kinetics is:

D
∂α(x, 0, t)

∂y
=

∂γ (x, t)
∂t

. (39)

For more complex reaction kinetics the right side of the equation must com-
prise all kinds of complexes (the formation of which requires consumption
of the analyte) multiplied by respective stoichiometric factors. Analogously to
Eq. 39, a boundary condition of:

∂α(x, h, t)
∂y

= 0 (40)

is introduced for the flow-cell wall opposite to the sensor surface.
Equation 37 can be solved only numerically. Most often a finite element

method with various grids in the xy region of the flow cell is employed [18],
but other approaches have also been tested [19]. An illustration of the full
model results is given in Fig. 9.

The enormously time-consuming nature of full model calculations pre-
vents this approach from being used for complete fits of experimental data.
As a rule, it is employed to verify simpler models and/or to confirm the
reasonability of rate constants by comparison with experimental data. To en-
able more convenient and routine analysis of measured sensorgrams, simpler
models of mass transport effects have been derived.

3.3
Simplified Models of Mass Transport

The first simplification of Eq. 37 is based on the assumption that the ana-
lyte transport in the x direction is mainly conductive, i.e., it is controlled by
the flow in the cell. The relation between conductive transport and diffusion
in y direction is often characterized by the Peclét number, which reflects the
ratio of the ideal time required for an analyte molecule to diffuse from the cell
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middle (y = h/2) to the cell wall, to the minimal time required for that same
molecule to pass through the cell by the laminar flow:

Pe =
vmaxh2

Dl
. (41)

If the Peclét number is high compared to 1 (Pe � 1), Eq. 37 can be simpli-
fied by omitting the diffusion term in the x direction and by linearizing the
flow velocity dependence on y, because we can limit calculations of the ana-
lyte concentration to a region close to the sensor surface (y � h) [20–22]. We
find:

∂α
(
x, y, t

)

∂t
= D

∂2α
(
x, y, t

)

∂y2 – 4vmax
y
h

∂α
(
x, y, t

)

∂x
. (42)

For a pseudo first-order analyte-to-receptor reaction this equation coupled
with the reaction kinetics Eq. 38 via Eq. 39 can be solved so that an equation
for only γ (x, t) is obtained:

∂γ (x, t)
∂t

= kaα0 [β – γ (x, t)]

×
⎡

⎣1 –
Fh

α0DlPe1/3

x∫

0

∂γ (u, t)
∂t

(x – u)2/3du

⎤

⎦ – kdγ (x, t) (43)

F =
1

121/3Γ (2/3)
≈ 0.32256 .

Equation 43, which is much easier to solve than the full model, can be fur-
ther simplified in order to eliminate the integral term. This approximation
can be applied when the dependence of ∂γ (x,t)

∂t on x is rather weak and can be
assumed to be linear. This linearization allows the integral term to be evalu-
ated explicitly. The result can be written formally in a form analogous to the
original kinetic equation (Eq. 12):

dγ (x, t)
dt

= kef
a (x, t)α0 [β – γ (x, t)] – kef

d (x, t)γ (x, t) , (44)

where the “effective” rate constants, however, are both space- and time-
dependent:

kef
a =

ka

1 + ka [β – γ (x, t)]/kM(x)
kef

d =
kd

1 + ka [β – γ (x, t)]/kM(x)
(45)

kM(x) ≈ 1.034
(

vmaxD2

hx

)1/3

.

Thanks to the previously applied assumption that γ (x, t) is linearly dependent
on x, it is also possible to integrate it over the active sensor region. As a re-
sult, we obtain equations analogous to Eq. 44, where γ (x, t) is replaced by the
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average concentration of complexes 〈γ 〉 (t):

d 〈γ 〉 (t)
dt

= kef
a (t)α0 [β – 〈γ 〉 (t)] – kef

d (t) 〈γ 〉 (t)

kef
a =

ka

1 + ka [β – 〈γ 〉 (t)]/kM
kef

d =
kd

1 + ka [β – 〈γ 〉 (t)]/kM
(46)

kM ≈ 1.378
(

vmaxD2

hl

)1/3

.

Equations 46 have been directly derived from the full model in [19]. On the
other hand, they are almost identical with the relations obtained from the
so-called two-compartment model (the only difference is that the numerical
coefficient kM is a little bit lower). The two-compartment model was first de-
veloped for sensors with receptors placed on small spheres [23]. In [24–26] it
was adapted for the SPR flow cell and in [18] it was approved and verified by
comparison of numerical results with those obtained from the full model. The
two-compartment model approximates the analyte distribution in the vicin-
ity of the receptors by considering two distinct regions. The first is a thin layer
around the active receptor zone of effective thickness hlayer, and the second
is the remaining volume with the analyte concentration equal to the injected
one, i.e., α0. While the analyte concentration in the bulk is constant (within
a given compartment), analyte transport to the inner compartment is con-
trolled by diffusion. The actual analyte concentration at the sensor surface
is then given by the difference between the diffusion flow and the consump-
tion/production of the analyte via interaction with receptors. For the simple
pseudo first-order interaction model we obtain:

dα

dt
=

1
hlayer

[
kM
(
α0 – α

)
–

dγ

dt

]
. (47)

The constant kM can be approximated as [22, 27]:

kM ≈ 1.282
(

vmaxD2

hl

)1/3

. (48)

For a quasi-steady-state approximation where dα
dt is set to zero in Eq. 47,

equations analogous to Eq. 46 are obtained from Eqs. 12 and 47.
The kM value can be considered as a measure of the mass transport. Its ef-

fect on the SPR response can be evaluated by the maximal difference of the
denominator in Eq. 46 from unity [16]. It is equal to the ratio of the reaction
velocity to the diffusion flux of the analyte at the beginning of the association
stage:

denom.max – 1 =
kaβ

kM
≈ 0.780 kaβ

(
vmaxD2

hl

)–1/3

. (49)
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This ratio (excluding the numerical constants) is called Damköhler number
(Da):

Da = kaβ

(
vmaxD2

hl

)–1/3

=
kaβh

D 3
√

Pe
. (50)

For small Damköhler numbers (Da � 1) the mass transport is much faster
than the surface reaction itself and therefore the mass transport effect may
be ignored. On the other hand, if the Damköhler number is high (Da � 1)
the sensorgram profile is completely controlled by the diffusion mass transfer
and is it not possible to determine rate constants of the surface reaction.

All of the transport models presented so far assume that the diffusion mo-
bility of the analyte in the active sensor zone is the same as in the bulk. In case
of the sensors using a thick skeleton to fix the receptors, such as a dextran ma-
trix, solgel, or MIPs, it might be useful to take into account varying analyte
diffusion mobility inside the active sensor layer. Detail analysis and proposed
models can be found in [28].

4
Summary

A constant and homogeneous concentration of free analyte represents the
ideal condition for modeling molecular interactions at the surface of an SPR
biosensor. In the most frequent case where an analyte binds to an immo-
bilized receptor with 1 : 1 stoichiometry, the interaction follows the pseudo
first-order kinetic model. Adequate interaction models can be built up to
describe more complex molecular interactions; some of them have been pre-
sented and explained above.

The effect of mass transport on molecular binding in the SPR sensor active
layer can be evaluated by means of the Damköhler number (Eq. 50). Except
for cases of a very low Damköhler number, mass transport has to be regarded
in theoretical models by means of the aforementioned equations.
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1
Introduction

The potential of surface plasmons for optical sensing was recognized in the
early 1980s when surface plasmons, excited in the Kretschmann geometry of
the attenuated total reflection method, were used to probe processes at the
surfaces of metals [1] and to detect gases [2]. Since then, numerous surface
plasmon resonance (SPR) sensors have been reported.

An SPR sensor instrument consists of an optical system, supporting elec-
tronics, and a sensor data acquisition and processing system. In the optical
system, surface plasmons are optically excited and the output light wave with
an encoded SPR signal is detected. The signal from the detector is processed
to yield a sensor output. SPR biosensors also incorporate a biorecognition
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Fig. 1 Scheme of an SPR (bio)sensor

Fig. 2 SPR sensors based on modulation of a coupling angle, b coupling wavelength, and
c light intensity

coating that interacts with target molecules in a liquid sample, and a sample
preparation and handling system (Fig. 1).

In the optical system of an SPR sensor, surface plasmons are excited by
a light wave. The excitation of surface plasmons in the SPR sensor results
in a change in one of the characteristics of the light wave. Based on which
characteristic of the light wave is modulated and used as a sensor output,
SPR sensors can be classified as SPR with (i) angular, (ii) wavelength, (iii) in-
tensity, (iv) phase, or (v) polarization modulation. The first three types of
modulation (Fig. 2) are used most frequently in today’s SPR sensors.

2
Data Processing for SPR Sensors

In wavelength (or angular) modulation-based SPR sensors, light emerging
from the SPR coupler is dispersed over a detector array, illuminating each
pixel with light of a slightly different wavelength (or associated with a slightly
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different angle of incidence in the SPR coupler). The detector is digitized pe-
riodically, producing a series of spectra in time. The sets of intensity values
are mathematically processed to determine the sensor output. In the first
phase of data processing, the spectra are usually averaged and normalized.
The averaging either involves averaging of time series of intensity from the
same detector (time averaging) or averaging of intensities from multiple de-
tectors (e.g., of a 2D array) measured at a single time (spatial averaging). In
wavelength or angular modulation-based SPR sensors, it is usually applied to
spectra that are measured in several rows of a 2D array detector [3, 4]. The
spectra contain SPR information in a rather raw form, as the shape of the
spectra are influenced by a variety of other effects (e.g., properties of emis-
sion spectrum of the light source and SPR optics). In order to reconstruct
the SPR spectrum, the spectra are normalized. First, the light intensity is cor-
rected by subtracting the dark signal (intensity measured in the absence of
light) caused by leakage current in the detector. Then, the resulting signal is
divided by a reference signal to compensate for uneven (angular or spectral)
distribution of illumination and absorption in the optical system [5–7]. As
surface plasmons are TM-polarized waves, it is common to use a TE-polarized
light for the reference, although other non-resonant signals may be also used.
An example of raw spectra acquired from an SPR sensor with wavelength
modulation and the resulting normalized spectrum are given in Fig. 3.

Subsequently, a metric which can be associated with the angular or wave-
length position of an SPR dip is calculated from angular or wavelength nor-
malized spectrum. Numerous algorithms have been developed to calculate
the sensor output. One of the most commonly utilized algorithms is the cen-
troid method, which calculates the centre-of-mass of a portion of SPR dip that

Fig. 3 Raw measured and reference spectra and a normalized spectrum with an SPR dip
for a wavelength modulation-based sensor using a linear detector array [6]
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falls below a certain threshold (set typically around half of the depth) [8, 9].
The issue of proper accounting of intensity values from pixels that enter or
leave the range below threshold was addressed by the weighted centroid [7] or
partial pixel accounting [6] approaches. Modifications of the centroid method
improving resistance of the algorithm to overall light level fluctuations were
also proposed [6, 10]. Another approach to calculating the SPR dip position
consists of fitting a polynomial to a certain portion of the SPR dip and sub-
sequently calculating the minimum of the polynomial [11, 12]. In terms of
sensor output noise, this algorithm performs comparably to the centroid
method if the same region of the SPR dip is considered. Chinowsky et al. pro-
posed the optimal linear data analysis method which determines the sensor
output by an optimized linear transformation of the difference of the refer-
ence and measured spectrum [13]. This method provided a sensor output
with noise which was smaller than that generated using the centroid method
by a factor of 1.3. Recently, the model parametrization and linear projection
(MPLP) method was introduced [14]. In this method, the spectrum shape
is described by a set of parameters that are then algebraically manipulated
directly into the measurand. Experimental investigation of MPLP method
performance yielded a decrease of the sensor output noise by a factor of 1.7
when compared to the centroid method, and 1.3 compared to the polynomial
fitting method [14].

In SPR sensors with intensity modulation, the intensity value or its dis-
tribution is detected by an individual detector or a matrix of detectors. The
resulting set of intensities is usually averaged in time and space [15–17], lead-
ing directly to the sensor output.

3
Optical Systems for SPR Sensors

In the optical system of an SPR sensor, surface plasmons are optically excited
and the SPR signal is encoded into a light wave interacting with the surface
plasmons. Based on the method of excitation of surface plasmons, SPR sen-
sors can be classified as SPR sensors based on (i) prism couplers, (ii) grating
couplers, and (iii) waveguide couplers (Fig. 4).

3.1
SPR Sensors Based on Prism Couplers

Most of the SPR sensors reported to date are based on prism couplers. Prism
coupling of light into surface plasmons is convenient and can be realized with
simple and conventional optical elements. It can be readily combined with
any type of modulation. Specific examples of prism-based SPR sensors are
discussed below.
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Fig. 4 SPR sensors based on a prism couplers, b grating couplers, and c waveguide cou-
plers

3.1.1
SPR Sensors Based on Prism Couplers and Angular Modulation

In 1988 Matsubara et al. reported an SPR sensor based on prism coupler and
angular modulation [18]. The optical system of their sensor is shown in Fig. 5.

Matsubara et al. demonstrated that the use of a lens and photodiode ar-
ray placed in the back-focal plane of the lens makes it possible to reconstruct

Fig. 5 Schematic diagram of SPR sensor with angular modulation. Lenses L1 and L2
provide an angular span of incident light and lens L3 projects the angular spectrum in
the back focal plane on the detector array. Reprinted from [18], copyright 1988, with
permission from Optical Society of America
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the angular spectrum of the reflected divergent beam. This design allows the
use of a cheap surface emitting LED as a light source without the degrada-
tion of the angular resolution. In this work, an angular resolution of 0.01 deg
was achieved. This corresponds to a bulk refractive index resolution of about
5×10–5 RIU (refractive index unit) assuming a refractive index sensitivity
of about 200 deg RIU–1 (this value is based on the theoretical analysis of the
investigated sensor design).

In the early 1990s, an angular modulation-based SPR sensor with a re-
fractive index resolution of about 2×10–6 RIU was reported [5, 11, 19]. The
sensor consisted of a light-emitting diode (LED, wavelength – 760 nm), a glass
prism and a detector array with imaging optics (Fig. 6). A divergent beam
produced by the LED was collimated and focused by means of a cylindrical
lens to produce a wedge-shaped beam of light that was used to illuminate
a thin gold film on the back of a glass prism containing several sensing areas
(channels). The imaging optics consisted of one imaging and one cylindrical
lens ordered in such a way that the angular spectrum of each sensor channel
was projected on a separate row (or rows) of the array detector.

This optical design has been further advanced by Biacore (Pharmacia
Biosensors AB; since 1996, Biacore AB) and resulted in a family of com-
mercial SPR sensors [20–22] offering high performance (resolution down to
1×10–7 RIU) and multiple sensing channels (up to four) for simultaneous
measurements.

Fig. 6 SPR sensor in angular configuration with three parallel channels (A side view, B top
view). a High output light emitting diode, b lenses, c sensor chip, d microfluidic cartridge,
e coupling prism, f polarizer, g photodiode array detector. Reprinted from [11], copyright
1991, with permission from American Chemical Society
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In 2002, Zhang et al. reported a simple, effective and self-referenced config-
uration of an SPR with angular modulation that utilized a quadrant cell pho-
todetector instead of a photodiode array [23, 24]. A linearly polarized laser
beam (wavelength 635 nm) was focused in one direction and directed onto
a thin gold film containing sensing and reference measuring areas (Fig. 7).
The reflected divergent beam contained the whole range of angles of inci-
dence. A four-cell photodetector was placed into the reflected light in such
a way that the sensing channel illuminated one pair of cells and the refer-
ence channel another pair of cells. The pair of cells divided the resonant
dip approximately in the minimum of reflectivity and only four intensities
were measured and processed at a time. When the angular position of the
dip changed, the ratio of the intensities changed. The use of a detector with
large area photodiode cells made it possible to achieve extremely low noise
levels. In addition, as the two cells were nearly identical, certain common
noises (e.g., noise caused by laser intensity fluctuations) were compensated
for by this approach leading to a demonstrated angular resolution as low
as 10–5 deg. Considering the sensor sensitivity of about 130 deg RIU–1, this
translates to a refractive index resolution of about 10–7 RIU [23]. This high
resolution can, however, be delivered within a rather limited operating range,
typically about 10% of the width of an SPR dip, which corresponds to a refrac-
tive index range of about 4×10–3 RIU.

Thirstrup et al. demonstrated an integration of several optical elements
into a single sensor chip [25]. In this approach, the cylindrical focusing optics
utilized to create a beam of a desired angular span is replaced by a diffraction
grating of a special design incorporated into the sensing element Fig. 8 [26].
A wide parallel light beam (wavelength 670 nm) was diffracted by the fo-
cusing (chirped) grating and focused into small spot on the SPR measuring
surface. The reflected light followed a similar path, producing a parallel beam
with an angular spectrum superimposed across the beam. A 2D CMOS detec-

Fig. 7 Differential SPR sensor. A quadrant cell photodetector simultaneously measures the
SPR dips from the reference and sample areas, and the difference signal provides an accu-
rate sensor output. Reprinted from [23], copyright 2003, with permission from American
Institute of Physics
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Fig. 8 An SPR coupling chip with integrated diffractive elements replacing the focusing
and imaging optics. Reprinted from [25], copyright 2004, with permission from Elsevier

tor measured the angular spectrum as a distribution of light intensity along
a row of detector pixels for several parallel channels (using different columns
of pixels of the detector). This design offered a compact SPR platform with
a refractive index sensitivity of 130 deg RIU–1 and a refractive index reso-
lution of about 5×10–7 RIU.

A miniature version of the angular modulation-based SPR sensor was re-
ported by Melendez et al. who integrated all electro-optical components of
the SPR sensor into a small monolithic platform [27]. Figure 9 depicts an
advanced version of this SPR sensor design (Spreeta 2000 by Texas Instru-
ments). The sensor consisted of a plastic prism molded onto a microelec-
tronic platform containing an infrared LED (830 nm peak wavelength) and
a 128-pixel linear diode array detector. The LED emitted a diverging beam
that passed through a polarizer and struck the sensor surface at a range of
angles. The angle at which light reflected from this surface varied with the
location on the surface. The light reflected from the sensor’s top mirror and
back down onto the diode array. The diode array measured the angular spec-
trum of reflected light.

Baseline noise and smoothness of response of this sensor were investigated
by Chinowsky et al. [28]. They concluded that the baseline noise established
under constant conditions was less than 2×10–7 RIU; however, the sensor re-
sponse to a gradual change in the refractive index revealed departures from
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Fig. 9 Cross section of the Spreeta 2000, showing components of the sensor and the path
followed by light inside the sensor. The dimensions of the sensor are 1.5 cm × 0.7 cm ×
3 cm. Reprinted from [28], copyright 2003, with permission from Elsevier

the expected sensor output of about 0.2% for a refractive index interval of
0.04 RIU (which corresponds to 8×10–5 RIU).

Angular spectroscopy of surface plasmons was introduced into a spa-
tially resolved measurements by Kano et al., who demonstrated SPR scanning
microscopy in 1998 [29, 30]. Surface plasmons were excited with a high nu-
merical aperture microscope objective that focused the illuminating light via
immersion oil and substrate on a silver film (Fig. 10). Part of the light hit-
ting the metal film at a coupling angle coupled to a surface plasmon on the
thin film, while the rest of the light was reflected back. The reflected light
was collected with the same objective. The angular dip in the reflectivity
was observed as a dark ring in the back focal plane that was projected on
a CCD camera. This approach provides a highly localized measurement and,

Fig. 10 Optical arrangement of SP excitation in scanning SPR microscope (a) and the
intensity distribution at the exit pupil (frequency domain) (b). Reprinted from [32], copy-
right 2004, with permission from Elsevier
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when combined with a scanning mechanism, SPR sensing with a high spa-
tial resolution [31]. Using this approach, Kano and Knoll were able to observe
particles as small as 1.5 µm in diameter [32].

3.1.2
SPR Sensors Based on Prism Couplers and Wavelength Modulation

A convenient modular SPR sensor based on wavelength modulation was de-
veloped by Homola et al. [33–35]. The sensor consisted of a halogen lamp,
SPR sensor platform, and spectrometer (Fig. 11). White light from the halo-
gen lamp was brought to the SPR sensor platform via a multimode optical
fiber. The sensor platform comprised an input collimator producing a large
diameter parallel beam, a glass prism with an attached SPR chip (coated with
a 50 nm thick gold layer), polarizer, and multichannel output collimator. The
output collimators coupled the light into optical fibers, which were connected
to inputs of the spectrograph (Fig. 11).

Further optimization of this approach allowed the sensor to resolve
changes in the coupling wavelength as low as 1.5×10–3 nm, which for the
sensor sensitivity of 7500 nm RIU–1, translates to a refractive index resolution
of 2×10–7 RIU [6].

An alternative geometry of this design, employing a planar optical light-
pipe instead of the prism coupler, has been proposed by Nenninger et al. with
the goal of eliminating the need for refractive index matching between the
prism coupler and a chip [36]. The optical layout of this sensor is shown in
Fig. 12. White light from a polychromatic light source was coupled in and
out of the lightpipe by means of optical prisms. When propagating in the

Fig. 11 SPR sensor with wavelength modulation in four-channel configuration [75]
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Fig. 12 A dual-channel lightpipe SPR sensor with wavelength modulation. Reprinted
from [36], copyright 1998, with permission from Elsevier

lightpipe, the light excited surface plasmons in a central portion of the light-
pipe coated with a thin gold film. The light transmitted through the lightpipe
was detected and analyzed by a spectrograph. At the operating wavelength of
630 nm, a refractive index resolution of 6×10–6 RIU was achieved [36].

In order to increase the amount of information in SPR sensors with wave-
length modulation, the wavelength division multiplexing (WDM) approach
was proposed by Homola et al. [37]. In this approach, signals from mul-
tiple surface plasmons excited in different areas of a sensing surface are
encoded into different regions of the spectrum of the light wave. Two con-
figurations of WDMSPR sensors have been reported [38, 39]. In the first
approach, a wide parallel beam of polychromatic light is made incident onto
a sensing surface consisting of a thin gold film, a part of which is coated
with a thin dielectric film (tantalum pentoxide) (Fig. 13a). As the presence
of the thin dielectric film shifts the coupling wavelength to a longer wave-
length (compared to the bare gold) the reflected light exhibits two dips
(Fig. 13c) associated with the excitation of surface plasmons in the area with
and without the overlayer [38]. The second approach to WDMSPR sensing
uses a special kind of prism in which a polychromatic light is sequentially
incident on different areas of the sensing surface at different angles of in-
cidence (Fig. 13b) [39]. Due to the different angles of incidence, the surface
plasmons in each region are excited with a different wavelength of the in-
cident light. Therefore, the spectrum of transmitted light contains multiple
dips associated with surface plasmons in different areas of the sensing surface
(Fig. 13c). A combination of the WDMSPR approach with the conventional
parallel architecture, leading to an eight-channel SPR sensor was also demon-
strated [39]. The bulk refractive index sensitivities of the two WDM channels
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Fig. 13 SPR sensors with wavelength division multiplexing. a Spectral encoding by means
of a high refractive index overlayer [38]. b Spectral encoding by means of altered angles
of incidence [39]. c Spectral reflectivity with two SPR dips

was SB(640 nm) = 2710 nm RIU–1, SB(790 nm) = 8500 nm RIU–1, and refrac-
tive index resolutions of 1.3×10–6 RIU and 7×10–7 RIU, respectively, were
achieved [39].

A miniaturized SPR sensor with wavelength modulation and a retro-
reflecting prism was proposed by Cahill et al. [40]. Polychromatic light was
coupled into a prism of a special shape using an optical fiber and collimating
lens (Fig. 14). Reflected light was collected with the same optics to the illumi-
nating fiber and separated from the incident light by means of a fiber coupler.
A refractive index sensitivity of about 6000 nm RIU–1 and a refractive index
resolution of 3×10–5 RIU were demonstrated with this type of SPR sensor.
An advanced design of this sensor employing the WDM overlayer approach
was demonstrated to provide a better sensor stability [41].

In order to improve the performance of SPR sensors, research into long-
range surface plasmons (symmetrical SP) have been pursued. An SPR sen-
sor exploiting long-range surface plasmons was demonstrated by Nenninger
et al. [42]. In this work, a long-range surface plasmon was excited on
a special multilayer structure consisting of a glass substrate, 700 nm thick
Teflon AF layer, and 24 nm thick gold layer. A refractive index sensitivity of
30 000 nm RIU–1 was reported at a wavelength of 690 nm, resulting in a re-
fractive index resolution of about 2×10–7 RIU [42]. Most recently, Slavík and
Homola demonstrated a sensor based on an asymmetric multilayer structure
employing both the symmetric and antisymmetric surface plasmons sup-
ported by a thin gold film [43].
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Fig. 14 SPR sensor based on a retro-reflecting probe. Reprinted from [40], copyright 1997,
with permission from Elsevier

3.1.3
SPR Sensors Based on Prism Couplers and Intensity Modulation

While the first SPR sensors with prism coupling used intensity modula-
tion [2], since the late 1980s, this modulation approach has become par-
ticularly attractive for the development of SPR sensing devices for spatially
resolved measurements. The first type of SPR sensor with spatial resolution
is an SPR imaging sensor [44, 45]. In SPR imaging, a parallel TM-polarized
beam of monochromatic light is launched into a prism coupler and made
incident on a thin metal film at an angle of incidence close to the coupling
angle for the excitation of surface plasmons. The intensity of reflected light
depends on the strength of the coupling between the incident light and the
surface plasmon and therefore can be correlated with the distribution of the
refractive index along the metal film surface. This approach allows creation
of sensing devices with a large number of sensing areas – sensing channels
(> 100) [15, 17, 46]. In order to increase the sensor stability and optimize the
contrast of SPR images, Fu et al. introduced an SPR imaging setup employing
a white light source and a bandpass interference filter [47]. Their SPR sensor
instrument, operating at a wavelength of 853 nm, was demonstrated to pro-
vide a refractive index resolution of 3×10–5 RIU [17]. The spatial resolution
of this system was better than 50 µm.

Recently, Piliarik et al. proposed an SPR imaging configuration based on
the combination of SPR imaging with polarization contrast and a spatially
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patterned multilayer SPR structure [15]. In this configuration, a prism cou-
pler with a special patterned multilayer structure was placed between two
crossed polarizers (Fig. 15). The output polarizer blocked all the light re-
flected from the (inactive) areas outside the sensing pads, generating high-
contrast images. Two types of SPR pads with opposite sensitivities to re-
fractive index were employed. The reflected light was imaged on a 2D CCD
detector and the ratio of the intensities generated from neighboring pads was
used to provide a sensor output immune to changes in the intensity of the
emitted light. This sensor was demonstrated to provide refractive index reso-
lution better than 5×10–6 RIU in more than 100 sensing channels (size of
each sensing spot was 400×800 µm).

A dual-wavelength SPR imaging was proposed by Zybin et al. [48], who
used two laser diodes which were switched on sequentially, and the intensities
of the reflected light at the two different wavelengths were measured (Fig. 16).
The sensor output was defined as a difference of these two signals. A refrac-
tive index resolution as low as 2×10–6 RIU was achieved when averaging over
a large beam diameter (6 mm2) was used.

Fig. 15 SPR imaging using polarization contrast and special SPR multilayer structures
with crossed sensitivities. The setup layout (a) and the sensor chip with measuring
pads (b) [15]

Fig. 16 Dual-wavelength SPR imaging (a) and spectrum of the reflected light (b).
Reprinted from [48], copyright 2005, with permission from American Chemical Society
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Fig. 17 SPR interferometric sensor: 1 light beam, (2, 4) polarizer, (3, 10) beam-splitting
cubes, (5) phase-retarding glass plate, (6) mirror, (7) SPR prism, (8) gold film, (9) pat-
terned coating, (11) analyzer, (12, 13) imaging lenses, (14) CCD camera. Reprinted
from [49], copyright 2000, with permission from Elsevier

Nikitin et al. developed two interferometric approaches to SPR imag-
ing [49]. The first approach was based on a Mach–Zehnder interferometer
combining TM-polarized signal and reference beams (Fig. 17). The second
method was based on the interference of the TM-polarized signal beam with
the TE-polarized reference beam [50]. This configuration was demonstrated
in two modes: (a) phase contrast (Zernike phase contrast) increasing the sen-
sor sensitivity and (b) “fringe mode”, in which there was a definite angle
between the interfering beams and a pattern of interference fringes was su-
perimposed to the image of the surface. Local variations in the phase of the
signal beam reflected from the surface resulted in bending and moving the in-
terference fringes. This approach allowed resolving a refractive index change
in the order of 10–7 RIU. A similar configuration was used for gas flow imag-
ing by Notcovich et al., who achieved a refractive index resolution of about
10–6 RIU [51].

3.2
SPR Sensors Based on Grating Couplers

Although to date grating couplers have been used in SPR to a lesser extent
than have prism couplers, they offer some very attractive features. Most im-
portantly, as gratings can be fabricated by techniques such as replication into
plastic substrates, grating-based SPR chips provide an avenue to low-cost SPR
sensors.

3.2.1
SPR Sensors Based on Grating Couplers and Angular Modulation

Dostalek et al. reported a grating-based SPR sensor with angular modula-
tion and a high number of sensing channels suitable for high-throughput
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Fig. 18 Grating-based SPR sensor with angular modulation for high throughput screening
applications (a) and a typical image with two SPR minima (b) [52]

screening applications [52]. In this configuration, a collimated beam of
monochromatic light was focused with a cylindrical lens on a row of gold-
coated diffraction gratings and reflected under nearly normal incidence
(Fig. 18). The angular spectra were transformed back to a collimated beam
by means of a focusing lens and projected onto a 2D CCD detector. Dif-
ferent rows of gratings were read sequentially by moving the beam splitter
and cylindrical lens with respect to the sensor chip. Due to the normal inci-
dence and symmetry of the structure, two SPR dips were observed for each
diffraction grating. The sensor was operated at wavelength 635 nm and pro-
vided an angular sensitivity of 80 deg RIU–1. A refractive index resolution of
5×10–6 RIU was achieved for simultaneous measurements in over 200 sens-
ing channels [52].

3.2.2
SPR Sensors Based on Grating Couplers and Wavelength Modulation

Jory et al. demonstrated an SPR sensor based on a grating coupler and
wavelength modulation [53]. A collimated beam of polychromatic light
was made incident on a metal-coated grating. The reflected beam was
collected and directed to a spectrum analyzer. In order to improve the
accuracy of the measurement of the coupling wavelength, an approach
combining the wavelength modulation with an acousto-optic tunable filter
(AOTF) was introduced (Fig. 19) [54]. The AOFT was utilized to modulate
the wavelength of narrow-band incident light around the resonant wave-
length (∼ 636 nm). A differential reflectivity profile, correlated with the
incident wavelength, was registered by a detector. By locking to the zero
differential corresponding to the SPR reflectivity minimum and monitor-
ing the AOTF drive frequency, the SPR minimum position was measured
with an accuracy better than 0.0005 nm. This accuracy in determining the
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Fig. 19 Grating coupler SPR sensor with wavelength modulation (a) and its improve-
ment using AOTF (b). Reprinted from [53], copyright 1994, with permission from Elsevier
and [54], copyright 1995, with permission from Institute of Physics Publishing

coupling wavelength translates to a refractive index resolution better that
1×10–6 RIU.

Recently, an SPR sensor using a wavelength division multiplexing (WDM)
on a multidiffractive grating was reported [55]. A polychromatic light beam
was made incident onto a special metallic grating with a grating profile com-
posed of multiple harmonics. The reflected light contained multiple SPR dips,
one for each grating period. By probing refractive index changes at the sensor
surface using multiple surface plasmons of different field profiles, it is pos-
sible to distinguish surface refractive index changes (e.g., due to the binding
of analyte to the biorecognition elements immobilized on the sensor surface)
from background refractive index variations (e.g., due to the sample com-
position variations). A refractive index resolution of about 5×10–6 RIU was
achieved with this type of sensor [56].

3.2.3
SPR Sensors Based on Grating Couplers and Intensity Modulation

Brockman et al. presented an SPR imaging device with grating coupled SPR
in a microarray of measuring channels. This microarray imaging approach
was capable of parallel analysis of spatially distributed information along
the sensor surface [57]. A collimated monochromatic light beam (wavelength
860 nm) was made incident onto a plastic chip with a gold-coated diffrac-
tion grating. An array of 400 sensing channels was prepared on the chip
by means of spatially resolved functionalization (spots 250 µm in diameter).
Upon reflection from the chip, the light was projected onto a 2D CCD ar-
ray (Fig. 20). This approach was commercialized by HTS Biosystems in the
flex-chip system [57].
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Fig. 20 Concept of an SPR sensor based on a grating coupling and intensity modulation
(FLEX CHIP) [57]

3.3
SPR Sensors Based on Optical Waveguides

Over the last 15 years, numerous SPR sensors based on optical fibers or inte-
grated optical waveguides have been proposed. Waveguide-based SPR sensors
use either wavelength or intensity modulation and offer compact and minia-
ture sensing elements with the ability to perform localized measurements in
hard-to-access locations.

3.3.1
Fiber Optic SPR Sensors

A fiber optic SPR probe with wavelength interrogation was proposed by Jor-
genson and Yee [58]. The sensor consisted of a multimode optical fiber with
locally exposed core and a thin gold film evaporated around it. A mirror at
the end of the sensing area reflected the light back to the fiber and a fiber
optic coupler was used to separate the reflected light from incoming illumina-
tion [59]. The refractive index resolution reported with this sensor was about
5×10–5 RIU. Truilett et al. reported a fiber optic SPR sensor using a similar
structure (a multimode optical fiber with locally removed cladding and gold
layer deposited around the fiber core). However, the fiber was illuminated
by a monochromatic light through special optics to selectively excite fiber
modes within a narrow angular span of incident light, and detected changes
in the intensity of transmitted light [60]. A refractive index resolution better
than 8×10–5 RIU was reported with this type of sensor. The major drawback
of SPR sensors based on multimode optical fibers is the modal and polar-
ization conversion due to perturbations of the fiber (e.g., bends or defects)
which limit the stability of the sensor output. In order to overcome this prob-
lem, SPR sensors based on single-mode optical fibers were developed [61, 62].
Single-mode optical fibers support only one mode of the electromagnetic
field and therefore no modal conversion can occur. A fiber optic SPR sensor
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Fig. 21 SPR fiber optic probe using a side-polished single-mode optical fiber [63]

using a side-polished single-mode optical fiber with a thin metal overlayer
was developed by Homola [62]. Later, this geometry was reduced to a minia-
ture SPR fiber optic probe (Fig. 21) [63].

An intensity-modulated version of such a sensor was shown to pro-
vide a refractive index resolution better than 2×10–5 RIU. A wavelength-
modulated version of this sensor exhibited even better resolution –
5×10–7 RIU [64]. However, these SPR sensors suffered from polarization in-
stability, even when light depolarization was introduced. To eliminate this
source of instability, SPR sensors using polarization-maintaining fibers were
introduced [65]. These sensors were demonstrated to provide a refractive
index resolution of about 2×10–6 RIU.

3.3.2
Integrated Optical SPR Sensor

Since the demonstration of the first integrated optical SPR sensor by re-
searchers at the University of Twente in the late 1980s [66], integrated optical
SPR sensors using slab waveguides [67] and channel waveguides [68] have
been developed.

An integrated optical SPR sensor with intensity modulation and one sens-
ing and one reference channel was reported by Mouvet et al. [68]. The signal
from the sensing channel was normalized to the signal from the reference
channel, resulting in increased stability and refractive index resolution of
5×10–5 RIU [69]. An integrated optical SPR sensor with wavelength modu-
lation (Fig. 22) was demonstrated to provide a refractive index resolution as
low as 1×10–6 RIU [70].

Fig. 22 Integrated optical SPR sensor with wavelength modulation [70]
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The operating range of an integrated SPR sensor is determined by the
refractive indices of the materials involved and the operating wavelength,
which sets the operation range above 1.4 for conventional waveguides and
wavelengths in the visible and near infrared. In order to shift the operating
range of integrated optical sensors so that it includes aqueous environments,
various approaches have been explored. These include an integrated optical
waveguide fabricated in low refractive index glass [71], a buffer layer [67],
a high refractive index overlayer [72], and more complex multilayer struc-
tures [73, 74]. However, all the approaches that introduced additional layers
were found to yield less sensitive SPR sensing devices because of a relatively
lower concentration of electromagnetic field in the sample.

4
Summary and Outlook

Over the last two decades, SPR instrumentation has made great strides in
terms of optical systems, data processing, and (micro)fluidics. Bench-top
high performance systems as well as small, compact SPR sensing devices have
been realized. SPR sensors based on grating couplers have shown promise for
mass production of low-cost SPR sensing devices. Highly miniaturized SPR
sensors based on optical waveguides have also been demonstrated, although
their fabrication is still rather complex and costly.

As SPR biosensor technology advances toward parallelized high-through-
put screening systems, there is a growing need for optical systems compatible
with massively parallel operations. SPR imaging presents a promising ap-
proach especially for applications where resolution is not a key issue. In the
future, this approach is likely to be complemented by platforms based on
spectroscopy of surface plasmon sensor arrays. Other directions for future re-
search in the field of SPR sensors include improvement of the sensitivity of
SPR sensor technology and development of robust referencing approaches,
maintaining performance of SPR sensors even in non-laboratory environ-
ments.
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1
Introduction

Since the first seminal work on the use of SPR-based detection technology in
bioanalytical applications [1], the field has seen a tremendous development.
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Fig. 1 One interaction partner is immobilized to the sensor surface. The analyte is free in
solution and binds to the immobilized molecule (denoted “ligand” in this and subsequent
figures)

This is manifested in numerous ways, including the growing use of SPR in
research as well as in the many significant improvements in commercial in-
struments, which have opened up their use for a wide range of applications
and user groups. Technical advances have been made in many areas, includ-
ing the detection unit, fluid and sample handling, data treatment and not
least, in the immobilization procedures for functionalization of the sensor
surface. This chapter will deal with the progress made in surface modification
techniques and approaches for immobilizing interacting partners on these
surfaces (Fig. 1).

Although immobilization on solid surfaces or matrices has been described
and practiced for several decades, SPR-based biosensors pose some unique
requirements. A successful direct, label-free measurement of specific binding
events will be facilitated by the best possible activity of the immobilized inter-
actant. It is a general rule that all types of non-specific binding to the surface
must be kept as low as possible in order to prevent irrelevant signals inter-
fering with the interpretation of the specific interaction. Since SPR detection
can be applied to a great variety of analytical applications, a correspondingly
large range of methods for immobilization have been developed. Given the
wide variation in molecular properties, no generally applicable immobiliza-
tion method has emerged. Rather, even among proteins, different approaches
may be needed in order to reach the required activity. Approaches for both
covalent immobilization and for affinity-based capture methods will be re-
viewed.

The SPR phenomenon is ideally suited for miniaturization and for ar-
ray format applications. Methods for the immobilization of the range of
molecules that can be expected for array formats have also been developed
and implications and issues related to this will be described. Finally, future
trends and opportunities related to immobilization for SPR detection will be
discussed.
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2
Surface Modifications

Early descriptions of SPR technology for bioanalytical applications were
based on simple physical adsorption of proteins to an active metal surface [1].
However, it was soon realized that a more sophisticated approach was needed
in order to meet the challenges demanded by the range of potential applica-
tions involved. Commonly used metal substrates such as gold and silver show
a high tendency for spontaneous adsorption of proteins and other molecules.
This passive binding to the metal substrate results in a loss of the bioactivity.
Similarly, studies on antibody binding activities in ELISA-type assays after
their adsorption to plastic surfaces have shown levels as low as 2–10% of the
adsorbed amount [2].

These effects can be explained by a reorganization of the immobilized
molecule to attain the most favorable thermodynamic state. For example,
adsorption to hydrophobic surfaces is driven by rearrangements that opti-
mize contact of hydrophobic segments with the substrate. Passive binding
to a surface substrate also opens possibilities for uncontrolled exchange of
the immobilized molecule during an analysis cycle. If the modified surface is
used for repeated analysis cycles, the probability of exchange will be further
enhanced and lead to unreliable assays.

2.1
Coating of Surfaces with Self-Assembled Monolayers

Extensive efforts have been made to develop approaches for coating metal
surfaces before immobilization. This serves to minimize non-specific adsorp-
tion, as well as to introduce reactive groups for specific immobilization. The
most successful methods are based on the concept of molecular self-assembly
of thiol- or disulfide molecules on the metal surface. The spontaneous forma-
tion of organic disulfide monolayers on gold was initially shown by Allara and
Nuzzo in 1983 [3] in the context of models for interface studies. Monolayer
formation is driven by a strong coordination of sulfur with the metal, accom-
panied by van der Waals interactive forces between the alkyl chains. With
a sufficient chain length, the resulting monolayer forms a densely packed and
very stable structure that is oriented more or less along the normal to the
metal surface (Fig. 2).

These nanometer-thick layers are easily fabricated from commercially
available substances, or can at least be synthesized with relative ease [4].
The first applications of self-assembled monolayers (SAM) for biosensor use
were described in the late 1980s and originally developed for Biacore instru-
ments [5, 6]. Hydroxyl-terminated long chain thiol alkanes were designed for
the formation of the SAM on gold. Such layers can be activated for direct
linkage of various molecules or further derivatized with different chemistries
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Fig. 2 Schematic illustration of a self-assembled monolayer structure on a gold substrate

for more advanced surface modifications, as will now be described in more
detail.

The possibility for different functional end groups in the alkyl thiols cre-
ates a high degree of flexibility in terms of the types of surface properties that
can be obtained. Extensive studies involving various types of coatings have
been reviewed elsewhere [4, 7, 8]. For example, in early applications [5, 6],
a terminal hydroxyl function was introduced to give the surface a highly hy-
drophilic character, while acting as a means for immobilization of various
molecules, either directly or via suitable linkers. Direct covalent immobi-
lization of proteins to various ω-terminated groups has also been described,
although there are limitations with such approaches.

2.2
Development of the Dextran Hydrogel

Even if flat surface substrates are made hydrophilic, their rigid character
may induce denaturation or impaired activity of proteins [9]. Furthermore,
SPR senses mass-dependent refractive index changes a few hundred nanome-
ters from the metal surface. Taking advantage of this, surface modification
procedures were developed for sensor chips produced for the company, Bi-
acore AB in which a thin hydrogel-like polymer layer based on dextran was
introduced. The dextran polymer is composed of mainly unbranched glu-
cose units, providing high flexibility and water solubility. Immobilization is
facilitated via epoxy modification of the terminal hydroxyl SAM and subse-
quent nucleophilic reaction of the dextran under alkaline conditions [5, 6, 10]
(Fig. 3).

The surface can be further activated with suitable linkers for subsequent
immobilization, and here the introduction of carboxymethyl groups has
proven a versatile alternative. By choosing different sizes of dextran, rang-
ing from 10 kDa to over one million Da, surfaces tailored for specific ap-
plications can be created. This type of surface modification serves multiple
purposes. The hydrogel-like layer provides a highly hydrophilic environment.
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Fig. 3 Synthesis sequence for the construction of a carboxymethyl dextran-coated sensor
surface

The glucose-based polymer is highly suited for well-defined covalent immo-
bilization of proteins that rely on a wide variety of chemistries. Furthermore,
the extended matrix structure has been shown to increase the binding cap-
acity several-fold compared to flat surfaces. Finally, this thin layer extension
is well matched with respect to the penetration depth of the evanescent
wave [11, 12].

The linkage of dextran polymer chains to the sensor surface provides an
open, non-cross-linked structure on which immobilized molecules can attain
a solution-like state with a certain level of freedom to move around within
the hydratized layer. This view is supported by the excellent agreement that
has been obtained in comparisons of affinity data from Biacore’s SPR-based
platforms and solution-based methods [13]. The most commonly used car-
boxymethylated derivate of dextran surfaces also have the benefit of improved
solubility properties. The degree of carboxymethyl modification can be mod-
ulated for different applications and sensor surface capacity requirements.
These types of negatively charged layers may exhibit electrostatic background
binding of basic compounds, which needs to be considered in the design of
the immobilization procedure and the assay. However, working under phys-
iological buffer conditions normally suppresses such effects by electrostatic
shielding. Alternatively, lowering the degree of carboxymethylation can also
be used to reduce this effect.

Other hydrophilic polymers have been conceived as alternatives to dex-
tran [6]. For example, polyvinyl alcohol and polyacryl acid derivatives are
feasible and graft combinations thereof have been shown to be applicable
to SPR detection [14]. Poly-L-lysine has become popular for DNA micro-
array coatings, due to its highly positive charge. It has also been attached to
SAM-derivatized gold surfaces for subsequent modification with thiol reac-
tive groups [15].
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2.3
Further Chemical Modifications to Optimize the Sensor Surface

Although flat or two-dimensional (2D) surfaces are used for various appli-
cations within the DNA and protein microarray area, practical uses for SPR
detection were originally limited. This can be attributed to the sensitivity lim-
itations of the technology, despite the relative ease in handling and the wide
variety of developed chemistries based on flat surface structures. Thus, an
immobilized monolayer may not give sufficient binding responses under cer-
tain conditions, especially if immobilization leads to compromised activity of
the immobilized partner. As described previously, non-specific binding also
needs careful consideration.

These potential limitations, however, have been largely eliminated. Early
attempts describe modifications of the metal surface with thin insoluble
layers, such as silica with subsequent functionalization via silane com-
pounds [16]. The SAM approach created a tool for convenient introduction of
various surface functionalities that can be used for immobilization [6]. Exam-
ples include SAMs that are ω-terminated with hydroxyl or carboxyl groups,
which can be activated for covalent coupling via nucleophilic reactions. In
addition, this modification with epoxy groups leads to activated surfaces that
can be directly used for nucleophilic linkage.

A similar approach has been developed for biotin-based surfaces that can
be further modified using streptavidin. Such structures provide a general
capture tool by binding a wide variety of biotinylated compounds. Knoll et al.
developed SAM-based surface modifications where ω-terminated biotinylated
alkane thiols were utilized in different forms [17]. By mixing biotinylated
molecules with hydroxyl-terminated thiols as diluting agents in different ra-
tios, a 1 : 9 molar ratio was found to be optimal for binding monolayers of
streptavidin. This is in contrast to a SAM composed of a single biotinylated
thiol, where the biotin groups are sterically hindered from binding to strepta-
vidin. By utilizing different alkyl chain lengths in the biotinylated thiols and
the diluting molecules, the biotins can be exposed to more efficient binding of
streptavidin. This strategy can also be used for other functional groups, such
as combinations of carboxy- and hydroxyl-terminated thiols. The diluted bi-
otin surfaces can also be generated by reaction of biotin derivatives with
suitably functionalized SAMs, modifying a fraction of carboxy-terminated
thiols with amine derivatives of biotin [18]. Both approaches have their lim-
itations; the use of biotinylated or other modified thiols may be limited by
the accessibility and cost of such molecules, while the surface modification
strategy can be difficult to apply consistently.

When implemented correctly, however, both approaches yield streptavidin
surfaces with good binding capacity and generally sufficient biocompatibil-
ity, even if there are reports that streptavidin has a tendency for unwanted
binding of a range of compounds [19].
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Several alternatives to biotin for mixed functionalized SAMs have been
described. One of the more interesting approaches involves the use of short
oligo ethylene glycol (OEG) units to increase the biocompability and to ex-
tend the functional alkyl thiol [8, 20]. Whitesides et al. have described mixed
SAMs for use in SPR detection composed of N-hydroxysuccinimide activated
carboxy-terminated OEG thiol alkanes and shorter hydroxyl-terminated
analogs [21]. The OEG spacers constitute what can be considered as a very
thin hydrogel like layer, creating surfaces with properties that resemble both
2D and 3D layers. The suppression of non-specific binding is similar or bet-
ter than dextran-based surfaces, but capacities are limited to monolayer levels
similar to other 2D surfaces. Extensive studies have investigated protein re-
sistance effects by OEG-terminated SAMs, and these indicate that binding
of interfacial water by the OEG moieties is important [22]. The susceptibil-
ity for oxidation and degradation of OEG-based structures may also present
a practical problem, limiting storage stability and performance quality (see
footnote 17 in [22]). Alternative spacing units that overcome these limitations
have been evaluated and reviewed elsewhere [8, 23].

3
Immobilization Techniques

The development of SPR technology has encouraged the development of nu-
merous strategies for the immobilization of different types of recognition
elements. These have focused on proteins but also include methods for pep-
tides, DNA, RNA, carbohydrate structures and organic molecules of various
kinds including lipids and more complex natural products.

Immobilization methods have been successively developed from earlier
adsorption processes, using highly controlled general covalent chemistries
and specific alternatives of various kinds. Considerable experience has also

Fig. 4 Different approaches for immobilizing binding partners to the sensor surface
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been gained from immunochemistry and affinity chromatography, where is-
sues related to the maintenance of activity are also relevant [24, 25]. However,
the miniaturization of the sensor areas and the true heterogeneous, interfacial
conditions needed for immobilization are factors that have required novel so-
lutions for satisfactory results. The availability of these methods has also been
an important factor for the acceptance of SPR-based instrumentation as an
established and widespread analytical tool.

The following section describes the most important immobilization tech-
niques, including different covalent coupling alternatives, non-covalent cap-
ture techniques and more specialized methods for lipids and membrane pro-
teins (Fig. 4).

3.1
Covalent Immobilization

Limitations in simple adsorption processes have led to the development of
advanced surface coatings designed for controlled immobilization. Different
functional groups have been introduced on the surface, enabling the forma-
tion of a stable linkage to another appropriate functional group. This may
include an activation step of one or both of the functional groups, which re-
sults in transformation into a more reactive form. For proteins in particular,
the chemistries utilized also need to be performed under relatively mild con-
ditions and in aqueous solutions, placing certain limitations on the available
repertoire.

The possibility of having a transformable functional group on the sen-
sor surface is an attractive concept as a general starting surface for use with
a range of coupling chemistries. The carboxymethylated dextran coating de-
scribed in the previous section was designed to include the carboxylic acid
residue as a functional group that can be used either for direct coupling, or

Fig. 5 Reaction sequences for different binding partner immobilizations based on cou-
plings to the carboxylic acid group
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switched to other functionalities. Figure 5 shows how the carboxylic groups
can either be directly reacted with amine groups or converted for use in
coupling chemistries based on thiol reactions, aldehyde and carboxylic acid
condensations, and biotin capture techniques.

More detailed descriptions of the various covalent couplings will be given
in the following section. Notably, a literature review indicates that the car-
boxymethyl dextran surface used in Biacore instruments in combination with
the amine coupling method is by far the most widely used immobilization
strategy [26].

3.1.1
Coupling of Nucleophiles to Carboxylic Groups

The most versatile and widely used approach involves coupling with re-
active nucleophile functionalities to carboxylic groups on the sensor sur-
face. The most common nucleophile utilized is the amine group in lysine
residues, but hydroxyl groups can also be used. The carboxylic groups are
readily introduced on dextran or other hydroxyl-containing surface layers
via reactive haloacetic acids. In the case of SAM layers, alkane thiols that
are ω-terminated with carboxylic groups can be utilized. To achieve the
formation of a covalent amide or ester bond between the carboxylic and
amine or hydroxyl groups, respectively, activation with carbodiimide reagents
is most commonly used. Water-insoluble carbodiimides such as DCC (di-
cyclohexyl carbodiimide) are normally used in organic chemistry applica-
tions, but for reactions in aqueous solutions, alternatives like EDC (1-ethyl-
3-(3-dimethylaminopropyl) carbodiimide) are preferred [27]. The purpose of
the carbodiimide reagent is to create a reactive O-acyl isourea intermediate
with the carboxylic group, which is then reacted with a suitable nucleophile.
The coupling is normally performed in two steps, with activation followed
by reaction, in order to avoid reaction between the carbodiimide and the
immobilized molecule. However, in aqueous solutions the reactivity of the
intermediate is so high that water hydrolysis rapidly transforms it back to car-
boxylic acid, if it is not trapped by another competing nucleophile. This side
effect is conveniently overcome using a mixture of the carbodiimide and a re-
active hydroxyl compound, forming an active ester derivative that is stable for
several minutes to hours (Fig. 6).

Fig. 6 Activation sequence of the carboxylic acid group with EDC/NHS
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N-Hydroxy succinimide (NHS) has been found to be a very suitable
reagent for these purposes and is normally mixed at high concentrations
with EDC in water. Both the EDC and NHS act as buffering agents and a pH
around 5–6 is obtained, providing conditions for an optimal reaction rate for
NHS ester formation. Although other ester-forming compounds like nitro-
phenol and its derivatives are also possibilities, NHS is normally preferred
due to its solubility in water, relatively low toxicity, and optimal reactivity
for two-stage couplings. Extensive optimization studies have been performed
on the activation and coupling conditions for protein immobilization to the
carboxymethylated sensor surfaces developed by Biacore [27].

Coupling to the active esters can be carried out under various conditions
depending on the molecular type. Displacements in aqueous solutions are
normally done under slightly alkaline conditions, e.g., in carbonate or bo-
rate buffers around pH 8.5, where a normal alkylamine nucleophile is close
to its pKa and can compete with water hydrolysis. This is also the preferred
method for organic molecules and small peptides. These conditions have also
been widely practiced when immobilizing proteins for affinity chromatogra-
phy [24]. An alternative approach was developed for in situ immobilization
of proteins to sensor surfaces [5, 6] where high-density modifications are
desirable and has now become the standard method of choice. This con-
cept relies on electrostatic attraction of the proteins to an NHS-activated
carboxylated surface, on which a fraction of the carboxylic groups remain
unreacted. Under low ionic strength buffer conditions, where the surface is
negatively charged and the protein has a positive charge, a high local sur-
face concentration of the protein is obtained. This greatly favors a reaction of
the nucleophiles on the proteins over water hydrolysis of the esters. Suitable
buffer conditions to achieve this are normally obtained by working in 10 mM
acetate buffers at pH 4–6, where a large fraction of all proteins are positively
charged [27]. Much lower protein concentrations than those normally used in
coupling to solid phases can consequently be employed. The reaction times
are also considerably shorter, in the range 1–10 min.

The electrostatic attraction approach can be applied to all types of sur-
faces that have a combination of reactive groups and residual charges. The
most successful implementations, however, are found for 3D surfaces such
as carboxymethylated dextran. Here, the attraction leads to multilayers of
bound protein. Quantifications using radioactively labeled proteins that were
also used to calibrate the SPR responses showed surface concentrations of
up to 50 ng mm–2, which represents several high-density packed monolayers
for typical proteins [28]. Furthermore, covalent coupling occurs under very
mild conditions, where only a small fraction of the nucleophilic groups on
the protein are reactive (e.g., the amino groups on the lysine residues are un-
protonated). This leads to very few immobilization points, little or no cross-
linking and a high likelihood of preserving activity. Protein A immobilized
under these conditions showed a binding capacity of more than three IgG
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Fig. 7 Modification of the sensor surface with amine groups via EDC/NHS activation and
ethylene diamine reaction

molecules per protein A molecule [27]. Likewise, immobilized IgG antibody
molecules showed antigen binding capacities approaching 1.5 antigens per
antibody (75% activity based on two antigen binding sites per antibody) [29].
These results stand in sharp contrast to results reported for immobilizations
of monoclonal antibodies to chromatography supports, where low activities
in the range 1–30% were obtained [30].

In some instances, the reverse approach may be preferred, with functional
amine groups on the sensor surface and activated carboxylic groups. This
strategy can be used when the molecule lacks appropriate reactive amines
or other nucleophiles, or when the nucleophile is suspected to be close to
the analyte binding site. The approach is particularly valuable when work-
ing with small organic molecules, as will be further described in Sect. 4.4.
Amine groups can be introduced to the sensor surface in several ways. A con-
venient route involves the conversion of carboxylated surfaces via EDC/NHS
activation and subsequent ethylene diamine reaction (Fig. 7).

Surfaces functionalized with primary amine groups should normally be
further reacted directly after they are produced, as the amine groups rapidly
lose reactivity when kept in normal aqueous buffer conditions [31]. This is
believed to occur by carbamate formation via reaction with carbon dioxide,
and also via oxidation phenomena.

3.1.2
Couplings to Thiol Groups

Although amine coupling to activated carboxylic groups is the most com-
monly used form of covalent immobilization, there are alternative approaches
that may be preferable under certain circumstances. Amine coupling may
occur at or near the active site, or the molecule may lack amine groups
(which may not be possible to introduce due to chemical restrictions).
A useful alternative is thiol coupling, which relies on reactive functionali-
ties that are thiol-selective [32]. The thiol reactive groups most commonly
used are active disulfides such as pyridyl disulfides or their derivatives, al-
though maleimide and acyl halide derivates are common alternatives. The
thiol groups can either be introduced on the sensor surface and reacted
with molecules with thiol reactive groups (Fig. 8), or performed in reverse,



128 S. Löfås · A. McWhirter

Fig. 8 Coupling of binding partners to thiol-modified sensor surface

Fig. 9 Coupling of thiolated binding partner to pyridyl disulfide-modified sensor surface

with the active group on the surface and the thiol on the molecule to be
immobilized (Fig. 9).

Various reagents for modifications based either on reactive disulfides,
maleimides, or acyl halides are commercially available. One advantage of
modifying a protein is the possibility of minimizing the number of coup-
ling sites in order to avoid blocking the active site or to keep cross-linking
low. Thus, even if the reagents are frequently directed toward amine groups,
reaction conditions may be steered to preserve activity.

The disulfides can be coupled under very mild conditions, and in the case
of pyridyl disulfides, even in acidic buffers [33]. The selectivity is also very
high, with little or no interference from other nucleophiles. The disulfide
bond can undergo exchange reactions with free thiol compounds that may
limit stability under certain conditions. For example, buffers with added thi-
ols such as mercaptoethanol may induce disulfide bond cleavage and dissoci-
ation of the immobilized binding partner. This effect has also been exploited
for the reuse of modified surfaces. After cleavage with a reactive thiol under
mildly alkaline conditions, the residual thiol groups on the sensor surface can
be used for immobilizing disulfide-containing molecules [34].

The maleimide and acyl halide reaction proceeds via Michael addition and
forms a thioether linkage to the thiol that is normally more stable than the
disulfide bond (Fig. 10). The thioether bond is normally formed at pH 7.5
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Fig. 10 Coupling thiolated binding partner to maleimide-modified sensor surface

to 8.5 but with somewhat lower selectivity than the disulfide reaction. Com-
petition from other nucleophilic groups can occur under certain conditions
and this needs to be considered in the choice of immobilization.

Coupling methods exploiting thiol groups can also be performed under
electrostatic concentration conditions similar to those described for amine
coupling [32]. As this step is normally carried out under acidic conditions, the
method is best performed using reactive pyridyl disulfides.

3.1.3
Coupling to Aldehyde Groups

Schiff base condensation of aldehyde groups to amines and hydrazides has
been utilized for glycoprotein immobilizations in chromatography applica-
tions [2, 35]. This method exploits the generation of aldehyde functionality by
oxidation of carbohydrate residues in proteins. Standard protocols are avail-
able for mild oxidation of the sugars using sodium periodate solution. Sialic
acid residues in particular, readily form aldehydes by cleavage of the exocyclic
vicinal diol. The carbohydrates are not normally located near the active site
and consequently, the resulting site-specific coupling may yield immobilized
molecules with high binding activity. IgG antibodies in particular are well
suited for aldehyde mediated immobilization.

Although Schiff base formation can be performed with amine groups, the
low stability of the bond in aqueous conditions makes hydrazide a better al-
ternative. Hydrazides can be introduced on the sensor surface via reaction
of hydrazine or carbohydrazine to carboxylic groups after activation with
EDC/NHS (Fig. 11) [32]. The hydrazide–aldehyde bond forms rapidly and is
relatively stable in neutral to alkaline conditions, but disintegrates slowly in
acidic buffers. If necessary, the bond can be further stabilized by reduction
with sodium cyanoborohydride at pH 4.
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Fig. 11 Coupling of aldehyde containing binding partners to hydrazide-modified sensor
surface, followed by cyanoborohydride reduction

As with covalent coupling methods, aldehyde coupling is well suited to
electrostatic concentration conditions, provided the sensor surface holds re-
sidual negative charges.

In contrast to observations made in chromatography, the “site-specific”
immobilization of antibodies via aldehyde groups to carboxymethyl dextran
surfaces does not significantly improve activities [32]. This is probably related
to the mild conditions that can be utilized in amine coupling (Sect. 3.1.1),
which minimize multisite immobilization and thus preserve the binding ac-
tivity, in combination with immobilization to the extended dextran polymer
layer. Aldehyde coupling may be a good alternative for smaller proteins, as
there may be a higher probability of masking the binding site through ran-
dom coupling.

3.2
Capture-Based Coupling of Native and Tagged Molecules

As indicated in Sect. 3.1, covalent coupling techniques are limited under cer-
tain situations, for example, the molecule may be unstable under the required
coupling conditions or the activity of the binding site may be impaired. Prob-
lems may also arise if the molecule is present in small amounts in cell lysates
or other complex sample matrices. Immobilization based on non-covalent
capture may be a good alternative in such cases. Capture is based on high
affinity binding via a specific integral region or recombinant tag to a captur-
ing agent on the sensor surface. An additional benefit of this approach is the
possibility for removal of the immobilized binding partner after the analysis
by an analyte-independent regeneration step, followed by renewed capture in
the next assay cycle. The disadvantage with this alternative compared to cova-
lent coupling is the significantly increased sample consumption. In addition,
for applications with demands on quantitative data, the affinity must be suf-
ficiently high that dissociation is insignificant. This can be achieved by the
introduction of multiple tags to increase the strength by avidity binding to the
capture agent on the sensor surface. A disadvantage here is that this may lead
to decreased activity due to interference with the binding site and/or cross-
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linking. For SPR detection, therefore, it is usually recommended to keep the
degree of modification as low as possible.

The most commonly used capturing agents are specific antibodies directed
towards tagged recombinant proteins. Frequently used tags include GST, Myc,
FLAG, and poly-His residues. Integral residues in proteins may also be ad-
dressed, particularly for the capture of monoclonal antibodies (mAbs) from
growth media. Here, antibodies specific for the Fc region of the mAb may be
used. Other alternatives involve the use of protein A or protein G for selective
IgG antibody capture.

The capture molecule is most frequently a protein (particularly an anti-
body), but can also be composed of organic molecules. His-tagged proteins
can be selectively captured via the metal-chelating complex based on nitrilo-
triacetic acid (NTA) and nickel ions. NTA derivatives are immobilized to the
sensor surface, either via coupling to carboxymethyl dextran [36, 37] or by
use of SAM approaches [38]. The bond can easily be broken with a solu-
tion of a chelating agent like EDTA and the sensor surface is then reused
after activation with a Ni2+ solution. The intrinsic affinity in the Ni/NTA–
His bond, however, is relatively low (µM) [39] and this may be insufficient
for robust assay performance. Variations of this method have therefore been
developed, combining affinity-based NTA capture and covalent coupling via
amine groups to NHS-activated carboxyl groups on the sensor surface [40].

Alternative capture systems have recently been described that involve
peptide–peptide interactions. A heterodimeric coiled-coil peptide domain
can be utilized by conjugation of an E-coil strand to the protein and reversible
immobilization to the K-coil strand coupled to carboxymethylated dextran
surfaces [41].

A special case of the capture approach involves the use of the avidin–biotin
affinity bond. This very popular conjugation method is widely used and is
also highly suitable for SPR sensors. In addition to their use as a linkage
between biotinylated SAM layers and biotin-modified molecules [17], strep-
tavidin and other avidin variants can also be conveniently immobilized to
carboxymethylated dextran via amine coupling [32]. Biotinylation reagents of
various kinds are commercially available, together with protocols for optimal
modification. The high affinity of the biotin–avidin bond (10–12–10–15 M)
makes it practically impossible to break without destroying the immobilized
avidin molecule and should therefore rather be considered as a covalent bond
in its behavior. Chemical variants of the biotin structure and recombinant
versions of avidin have been developed in order to diminish the high bind-
ing strength, but these are correspondingly less robust under capture assay
conditions.

Antibody-based capture agents have also been used for both the His-tags
and biotinylated molecules. Commercial antibodies are available, but in prac-
tice no general-purpose reagents that are optimal for all tagged proteins have
been found. Depending on the type of molecule and method of tag introduc-
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tion, the binding strength is affected on a case-by-case basis, and different
antibodies may need to be tested to obtain the best performance.

Promising new approaches include the specific and covalent surface im-
mobilization of fusion-tagged proteins. One recent example utilizes a fusion
tag composed of a mutant of the human DNA repair protein O6-alkylguanine-
DNA alkyltransferase (hAGT) [42]. A derivative of O6-bensylguanine was
immobilized to carboxymethylated dextran surfaces and selective coupling of
the fusion protein was obtained. Specific immobilization directly from crude
cell extracts that expressed the hAGT fusion protein was also demonstrated.

3.3
Coupling Mediated via Lipid Layers

The interest in SPR-based detection of proteins interacting with lipids or in
a lipid environment has steadily increased, particularly as many membrane-
associated proteins are drug target candidates. Lipid membranes themselves
can also be targeted, e.g., in the development of antibiotically targeted drugs.
Lipids, being amphiphilic and normally without functional groups for co-
valent immobilization, are difficult to immobilize but approaches have been
developed to overcome this problem. These approaches are based on the ad-
sorption of lipid vesicles or liposomes to certain types of surfaces. In contact
with planar surfaces, liposomes tend to unfold and create a well structured
and densely packed lipid monolayer, in which the hydrophobic part of the
molecule is oriented perpendicularly towards the surface [43]. The lipid head
group faces towards the aqueous solution and can interact with analytes.
The structure is sufficiently stable for SPR detection, but can easily disinte-
grate in the presence of detergents. Both hydrophobic and hydrophilic sensor
surfaces have been shown to work, supporting the formation of SAMs from
long-chain alkane thiols [44, 45]. The hydrophobic surfaces are particularly
sensitive, however, to disturbances from minor impurities in the solutions
used. The impurities can adsorb and interfere with the liposomes and care
must be taken to obtain reliable results.

Alternative surface modifications have therefore been developed for the
formation of lipid bilayers. Phospholipids modified in the head group with
hydrophilic thiolated spacers have been utilized for anchoring lipid bilay-
ers to gold surfaces [46]. Gold surfaces with hydrophilic polymers have also
been modified with hydrophobic groups to which liposome structures can
tether [47]. A surface based on carboxymethylated dextran modified with
long alkyl chains was developed and provides a convenient support for im-
mobilization of lipids [48]. Depending on the type of lipid and liposome
preparation conditions, either intact liposomes or planar lipid bilayers are
formed in contact with these types of surfaces [49]. Methods have also been
developed for rapid and controlled formation of planar bilayers in flow-based
systems [50]. As shown in Fig. 12, a mixture of lipids and detergents is first
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Fig. 12 On-surface reconstitution of immobilized membrane proteins with lipid bilayers
by injection of mixed micelles and rapid detergent elution

injected, followed by a switch to pure buffer that depletes the detergent and
leaves the lipid layer.

Alternative approaches for liposome assemblies have also been demon-
strated, where histidine-tagged lipids have been introduced in vesicles, which
were then anchored to chelator surfaces [39, 51]. Similarly, oligonucleotide-
modified lipids can be incorporated in the vesicles and bind to complemen-
tary sequences immobilized on the sensor surface [52, 53]. The latter strategy
can also be utilized for spatially resolved immobilizations.

Lipid bilayer surfaces are suitable for incorporation of membrane-
associated protein receptors such as G protein-coupled receptors (GPCRs).
This can be achieved by tethering vesicles with reconstituted receptors to the
surface. Alternatively, solubilized proteins can be bound to the sensor surface
followed by a rapid in-situ reconstitution by the lipid–detergent method [50]
(Fig. 12). This method has the potential to produce receptor densities that
are sufficient for use in SPR sensors. However, the widespread use of SPR in
this field is still limited by the availability of membrane-associated proteins
and their low stability, as well as by a lack of methods for handling them in
a purified format.

3.4
Creating and Validating Functional Sensor Surfaces:
General Comments and Practical Tips

Reliable SPR-based assays require solid foundations. In particular, it is im-
portant that the immobilization chemistry selected to couple a protein to the
sensor surface does not interfere with its binding activity. The best immo-
bilization strategy is one in which the immobilized partner is presented in
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a conformation and orientation that allows as closely as possible the interac-
tion to proceed as it would in vivo.

Although the structure of a protein may encourage the use of one type of
immobilization chemistry in preference to others, the optimal strategy must
be empirically determined. Efficient coupling, while important, must not be
at the expense of activity. In this section, some immobilization chemistry
options for potentially problematic interactants such as acidic proteins, are
discussed. Secondly, novel ways to immobilize membrane proteins are pre-
sented and finally, some recently developed methods of thiol coupling are
addressed.

3.4.1
Immobilization Strategies

3.4.1.1
Amine Coupling

Direct immobilization of proteins using amine coupling is the most com-
monly used strategy because most proteins contain many potentially reactive
primary amine groups (Sect. 3.1.1). This method is cited in more than half of
all published papers featuring Biacore systems. Proteins with an isoelectric
point (pI) greater than approximately 3.5 can be efficiently preconcentrated
close to the sensor surface by electrostatic attraction and immobilized in the
presence of a buffer of around pH 5. A typical example of the SPR response
during the course of immobilization of a protein via amine coupling is shown
in Fig. 13.

Fig. 13 Sensorgram for a typical amine coupling illustrating the distinction between the
amount of protein bound and the amount immobilized



The Art of Immobilization for SPR Sensors 135

However, at this pH, highly acidic proteins (pI ∼ 3 or less) carry a net
negative charge and are repelled from the dextran layer. It is not possible to
reduce the pH to accommodate the immobilization of highly acidic proteins
because the dextran on the chip surface will protonate and become resistant
to activation by EDC/NHS. In order to immobilize highly acidic proteins by
amine coupling, it is necessary to modify the standard immobilization proto-
col. Some options are now described.

3.4.1.2
Micelle-Mediated Immobilization of Negatively Charged Proteins

A novel amine coupling method has been developed by Biacore in which an
acidic protein is carried by a positively charged micelle (a cluster of oriented
surfactant molecules). The micelle–protein complex carries a net positive
charge at neutral pH, and is therefore attracted to the sensor surface (Fig. 14).

Fig. 14 Hexadecyl-3-methylammonium bromide (CTAB)/dodecyl-3-methylammonium
bromide (DTAB) micelle-mediated immobilization of acidic proteins. CTAB/DTAB forms
positively charged micelles in aqueous solutions. The micelles bind electrostatically to the
negatively charged sensor surface and may thus be used as carriers for acidic proteins

3.4.1.3
Directed Amine Coupling: Protein Modification in Solution

Although immobilization of proteins by amine coupling does not usually in-
hibit the entropic freedom of macromolecules or significantly change their
interaction properties [54], it is nevertheless desirable to present a protein
to its binding partner in a directed and uniform orientation. This may be
achieved by chemically modifying a specific region of the protein in solution
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Fig. 15 Modification options. The wavy lines illustrate the presence of an undefined chem-
ical structure between the amine group on the protein and the introduced functional
group

Fig. 16 A protein will have a net positive or negative charge according to the pH of the
buffer in which it is dissolved. The distribution of the charges on the protein surface will
influence the orientation in which it will approach and immobilize on a charged surface
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in order to control the degree of modification or to steer the immobilization
process. Some of the most commonly introduced modifications are shown in
Fig. 15. Modification in solution may be considered, for example, when hand-
ling proteins with high or low pI in order to bring the pI close to the pH at
which amine coupling proceeds efficiently.

Coupling at a specific pH may also affect activity, for example, it is pos-
sible to predict the orientation in which a protein will immobilize on the chip
surface at a particular pH if the spatial distribution of charged amino acids is
known (Fig. 16). Alternatively, the protein may be prevented from immobiliz-
ing on the surface via sites important to the interaction under study by having
analyte present during immobilization, as discussed below [55].

3.4.1.4
Stabilization after Immobilization

Certain proteins are unstable and may deteriorate once they are on the sen-
sor surface, even if the immobilization procedure has worked efficiently. HIV
protease, for example, dissociates into its component monomers over time
and the gradual reduction in molecular weight on the sensor surface is seen
as a baseline drift on the interaction profile. This makes the kinetic analysis
of interactions, particularly those involving small molecules, problematic. An
extra post-immobilization activation/cross-linking step with EDC/NHS may
be considered in order to achieve a stable baseline. The use of cross-linking
must be empirically determined for each interaction and the process must not
interfere with the activity of the protein.

3.4.1.5
Preservation of Activity During Immobilization

Stabilization during immobilization has been reported, where, for example,
the protein kinases, p38α and GSK3β, were immobilized using amine coup-
ling in the presence of a specific reversible inhibitor [56]. This treatment
resulted in a more stable sensor surface with much higher specific activity for
binding partners (Fig. 17).

3.4.1.6
Protein Stabilization After Capture

Capture protocols may be the most effective way to immobilize proteins, e.g.,
the protein may contain a molecular tag (Sect. 3.2). Consider, for example,
Fig. 18, which depicts a capture system for measuring the binding of ATP or
ATP inhibitor to an immobilized kinase.

The kinase in this case was tagged with histidine (His) and was captured
on the sensor surface via an anti-His antibody. A capture system does not
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Fig. 17 Comparison of the surface binding capacity of unprotected and protected (stabi-
lized) p38α. Inhibitor (1 µg) was injected over two flow cells containing p38α. One surface
contained p38α immobilized using a standard amine coupling procedure (lower trace)
while the second surface (upper trace) contained p38α stabilized by the inhibitor during
immobilization

Fig. 18 Capture of a His6-tagged kinase via an immobilized anti-His antibody

in itself guarantee a stable baseline but, by performing a subsequent cross-
linking step, the kinase here was stabilized and remained active, yielding
a surface that was open to detailed binding studies of ATP and ATP inhibitors.
It is important to realize, however, that the capture surface may not be reused
after stabilization.

Large baseline drifts caused by unstable proteins or poor capture may be
overcome by using EDC/NHS as a cross-linking step. This step, however, may
compromise protein activity if active sites are involved in the cross-linkages.
The effect of cross-linking on activity, therefore, must be empirically tested
for each system. In general, cross-linking should be as brief as possible; 15 s is
often sufficient to achieve acceptable baseline stability, without compromising
activity.
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3.4.1.7
Immobilizing Membrane Proteins

Membrane spanning proteins are difficult to handle in vitro because they
are often functional only when their hydrophobic transmembrane domains
are maintained in a native structure. This conservation of structure requires
close association with a hydrophobic milieu and presents a practical hand-
ling problem in the typical aqueous microenvironment of most in vitro
systems.

However, the study of hydrophobic proteins using Biacore systems is pos-
sible using protocols specially designed for the purpose. For example, pro-
teins may be firstly incorporated into liposomes and then immobilized on hy-
drophobic sensor surfaces (Sect. 3.3). It has been reported that lipid bilayers
have been tethered to a sensor surface via hydrophilic spacers immobilized
on a plain gold chip into which membrane-spanning proteins are then in-
serted [57]. The emphasis of this technique rests on encasing sensitive protein
domains within a lipid microenvironment in which they can assume a native,
functional structure.

A recently developed protocol for handling membrane proteins on Bi-
acore’s amphiphilic Sensor Chip L1 is on-surface reconstitution (OSR). In
this process, the membrane protein is firstly solubilized in detergent. Then,
it is immobilized on the sensor surface using amine coupling (although
OSR may also readily be used in combination with capture). The next step
is to inject mixed micelles, which bind to the lipophilic tails on the sen-
sor surface and to the protein. Finally, the detergent is removed, inducing
the lipids to form a plasma membrane-like bilayer, linked to the immobi-
lized membrane protein via the natural affinity of lipids for the hydropho-
bic regions of the proteins (refer to Fig. 12). In this way it is possible to
present a uniform, oriented field of plasma membrane proteins within a lipid
bilayer on a sensor surface and to study how they interact with binding
partners.

3.4.2
Thiol Coupling

Thiol coupling may be considered when using acidic proteins that do not
preconcentrate at the chip surface at the pH required for optimal amine coup-
ling, in cases where the protein contains few amino groups or where those
present occupy the analyte binding site. Thiol coupling, like amine coupling,
may also be considered as a means to control orientation on the sensor sur-
face. Although thiol coupling is an established immobilization procedure, its
versatility may be increased by introducing thiol groups to proteins, for ex-
ample by using the thiolating agent, 2-iminothiolane (Traut’s reagent). Here,
the sensor surface is prepared for thiol coupling by firstly activating with EDC
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and NHS followed by PDEA to introduce reactive disulfides. Primary amine
groups on the protein are then modified to thiol groups using Traut’s reagent.
Thiol derivatization can be controlled to produce sensor surfaces with a very
high binding capacity.

3.4.2.1
Surface Thiol Coupling

In additional to conventional thiol coupling, the same process may be fol-
lowed by derivitizing carboxyl groups on the protein (instead of those on
the sensor surface) with reactive disulfides. In this way, the protein may then
be immobilized to a surface derivatized with thiol groups by treatment with
Traut’s reagent.

3.4.2.2
Thiol Coupling by Derivatization of Carbohydrate to Maleimide Groups

In this process, protein cis-diols or carbohydrates are firstly oxidized to alde-
hydes using sodium metaperiodate. The aldehyde groups are then modi-
fied to thiol-reactive maleimide groups using the bifunctional reagent, N-
[ε-maleimidocaproic acid] hydrazide (EMCH). Immobilization using stan-
dard aldehyde coupling (via the conversion of diols to aldehydes, which
then react with hydrazide groups introduced on the sensor surface) is well
established. However, thiol coupling may enable the investigator to more
tightly control the number of immobilization points between the surface
and the immobilized partner. The maleimide-modified protein may then
be immobilized on a thiol surface. Thiol coupling to a maleimide surface
may also be performed by derivatization of carboxymethyl groups on the
sensor surface. In this case, a maleimide surface is generated on the sen-
sor surface, followed by immobilization of a protein possessing thiol groups
via a thioether linkage. Proteins immobilized using maleimide coupling
are more stable under reducing conditions than those immobilized using
thiol coupling via disulfide formation because no thiol-disulfide exchange
can take place.

3.4.3
Summary

Alternatives to amine coupling may be considered under a number of circum-
stances, e.g., when working with acidic proteins or with proteins that may be
compromised in their biological activity due to immobilization via primary
amino groups located in the analyte recognition site. Membrane spanning
proteins may require a hydrophobic microenvironment at the sensor surface
in order to remain biologically active and therefore must also be specially
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Table 1 Immobilization alternatives to amine coupling

Immobilization protocol Application examples

Micelle-mediated immobilization When using highly acidic proteins

Protein modification in solution To control and favorably orientate proteins
on the chip surface for optimal analyte
binding

Protein stabilization after direct
immobilization or capture

When using unstable proteins, e.g.,
multimeric or autoproteolytic proteins
or an unstable capture system

On-surface reconstitution (OSR) as an
alternative to liposome-mediated
coupling

When working with membrane-spanning or
membrane-embedded proteins that require
a hydrophobic microenvironment for their
biological activity

Thiol coupling (protein or chip surface) When using highly acidic proteins, proteins
that contain few primary amine groups or
where those present may be involved in
analyte binding

Maleimide coupling
(protein or chip surface)

When thiol coupling is indicated
but when the assay is to be run
under reducing conditions

handled. Table 1 lists the immobilization alternatives discussed in this section
and some of their possible applications.

4
Molecular Recognition Elements

As should be evident from the preceding sections, different types of mo-
lecular structures create specific demands to achieve optimal coupling. It is
therefore appropriate to describe the specific properties of the respective mo-
lecular classes used as interacting partners and to suggest the most suitable
immobilization methods for each of them. A more extended general review of
the modification and conjugation of different classes of interacting partners
may also be found in [25].

4.1
Proteins

Proteins are the most widely used immobilization partners in SPR-based as-
says but, as a very diverse class of molecules, they are not amenable to a com-
mon immobilization strategy. The common denominator is the polypeptide
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backbone where the individual amino acids supply the functional moieties
that can be utilized for immobilization to the sensor surface. The most useful
amino acids, together with their corresponding functional groups are: lysine
(– NH2), cysteine (– SH), asparagine and glutamine (– COOH), serine and ty-
rosine (– OH), and histidine (imidazole). The N-terminal amino acid residues
also constitute a potential linkage moiety via their end amine group. Despite
these similarities, the different physical properties related to charge balance
and distribution, size, and thermodynamic stability make almost every pro-
tein unique with respect to the ease and success of immobilization.

Antibodies are the most homogenous protein class and are also the most
frequently used recognition elements for different types of applications. Char-
acterizations of binding properties are important in the selection of thera-
peutic and diagnostic antibodies and their derivatives. Antibodies are also
used for capture of various molecules, or as binders in concentration assays.
IgG-type antibodies are composed of an Fc subunit and two Fab′ subunits,
constituting in total a molecular weight of 150 kDa [58]. The active antigen-
binding regions are localized in the Fab′ subunits and so immobilization
to surfaces should ideally be made via the Fc region [59]. Given the size
of antibodies this is not normally a problem and they are among the eas-
iest molecules to immobilize. A typical IgG antibody contains 50–70 lysine
residues and, when using covalent coupling to an electrophilic functionality,
the probability for immobilization via the Fc region is high. There are also al-
ternatives utilizing the carbohydrate residues attached to the Fc region. Mild
oxidation of these sugars with periodate generates aldehyde groups, which
can react via hydrazide functionalities on the sensor surface. Another way for
covalent immobilization involves digestion and reduction of the antibodies
into Fab′ fragments, exposing a sulfydryl group from the cysteine residue in
the C-terminal region. The sulfydryl group is oriented away from the antigen-
binding region and can be used for covalent coupling to selective groups such
as reactive disulfides and maleimide groups. Certain subclasses of antibodies
can also be non-covalently immobilized via the Fc region to protein A or pro-
tein G molecules. Antibodies, therefore, constitute a class of proteins that do
not normally create any problems in the immobilization step.

Other soluble proteins behave much more heterogeneously than antibod-
ies. The general approach is similar, and covalent immobilization via nucleo-
philic residues like amine and sulfydryl groups are normally the first method
of choice. However, a small protein may be more susceptible to deactiva-
tion due to a higher probability that functional groups involved in coupling
are close to the interaction site. The most commonly used alternatives in-
volve the introduction of recombinant tags, such as oligo-histidines and other
short peptides. The proteins can bind to immobilized antibodies or other
capturing agents that specifically recognize these tags. Similarly, recombi-
nant proteins containing larger fusion domains such as GST or Myc can also
be generated.
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4.2
Peptides

Given their structural similarity to proteins, the principles governing pep-
tide immobilization are comparable. Depending on the composition of the
peptide, electrostatic attraction can be utilized in a similar manner as for pro-
teins. Amine- or thiol-based coupling can also be performed under slightly
alkaline conditions, using millimolar concentrations of the peptide. Although
this straightforward coupling procedure works well in many cases, immobi-
lization of small peptides may need alternative strategies. For example, there
is a significant risk that amine groups originating from the lysine residues or
the N-terminal amino acid are involved in the binding of small peptides to
an interaction partner. A thorough analysis of the peptide structure and an
evaluation of possible immobilization sites are therefore recommended. Syn-
thetic peptides can be extended with suitable coupling groups. Extra lysines,
for example, can be introduced to a region of the peptide that is not in-
volved in the interaction. Spacers that include cysteine residues for use in
thiol-based couplings are also favorable alternatives [60]. Another preferred
alternative is to biotinylate the peptide in a specific position, optionally fol-
lowed by chromatographic purification. A well-defined derivative is thereby
obtained, which can then be immobilized to streptavidin-modified sensor
surfaces.

4.3
Oligonucleotides

Oligonucleotides are composed of negatively charged nucleotide groups that
are relatively resistant to covalent coupling under mild aqueous conditions.
Although the phosphate ester groups can be used in condensation reactions
with nucleophiles such as primary amines, the reaction is slow and water
hydrolysis competes unfavorably with the desired reaction. Further, the nu-
cleotide bases are weak nucleophiles and cannot be utilized under conditions
normally used for coupling.

The most common alternative for immobilization of oligonucleotides in-
volves the use of biotinylated derivatives. These are conveniently made with
standard reagents for oligonucleotide synthesis and biotin can be added at
both the 3′ and 5′ ends. Immobilization of the biotinylated oligonucleotide
to avidin-modified sensor surfaces is performed in neutral buffer conditions
and is normally efficient.

An alternative method has recently been developed that uses 3′ or
5′ amino-derivatized oligonucleotides for coupling to activated carboxy-
methylated sensor surfaces. Electrostatic repulsion between negative charges
on both the surface and the oligonucleotides normally slow this type of re-
action. Here, however, the oligonucleotide is mixed with a positively charged
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detergent like hexadecyltriammonium bromide (CTAB). Under conditions of
micelle formation, this leads to a complex that can neutralize the repulsion
effects, with the positive micelle acting as a carrier of the oligonucleotide,
which is attracted to the negative surface, greatly increasing coupling effi-
ciency [61] (see also Sect. 3.4.1). When applied to carboxymethylated dextran
surfaces, the oligonucleotide densities reach levels twice those of streptavidin
surfaces.

4.4
Small Organic Molecules

Although applications have been dominated by interactions involving im-
mobilization of proteins, the use of small organic molecules such as hor-
mones, vitamins, and drug candidates with molecular weights typically lower
then 700 Da is increasing. Normally, these types of molecules need to be
treated differently to those previously described. The type and number of
suitable functional groups available for coupling to the sensor surface is
unique for each molecule and general immobilization procedures are not ap-
plicable. It may even be necessary to synthesize derivatives of the molecule
with functional groups in desired positions. This may also be a necessary
step in order to minimize interference between the analyte and the im-
mobilized molecule. Also, many organic molecules have very low solubil-
ity in aqueous solutions and need to be handled in organic solvents such
as DMSO and DMF (optionally in water mixtures) during immobilization.
Derivatives of molecules to which groups are introduced to increase wa-
ter solubility are therefore attractive options. Approaches using electrostatic
attraction as described previously are not normally applicable for small
molecules.

Molecules with functional groups like aliphatic amines, thiols, aldehydes,
or carboxylic groups can normally be covalently linked to suitable corres-
ponding active groups on the sensor surface, as described in Sect. 3.1. Amine
coupling is normally performed under aqueous buffer conditions at a con-
centration between 1 and 50 mM at pH 7–8.5. Thiol coupling proceeds ef-
ficiently in near-neutral buffer conditions, while aldehyde condensation to
hydrazide-modified sensor surfaces can be performed in a slightly acidic
buffer or in the presence of a reducing agent such as cyanoborohydride. Fol-
lowing their activation to reactive esters, molecules with carboxylic groups
can likewise be immobilized to sensor surfaces with amines or hydrazide
groups. The activation step can either be performed before coupling, utiliz-
ing EDC/NHS, or in situ, in the presence of EDC or some other condensation
agent.

Small molecules without suitable functional groups need to be deriva-
tized, a procedure normally requiring significant synthetic organic chem-
istry efforts. This approach is advantageous as the tailoring of the molecular
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structure creates conditions necessary for a successful outcome of the as-
say. In particular, the choice of type of functional group and position in
the molecule can be optimized in order to avoid interference with other
groups or parts of the molecule. The introduction of a spacer is also nor-
mally of value, both in order to reduce steric interferences and to increase
water solubility. Details of various modification approaches can be found in
the literature [25]. The introduction of general tags such as biotin is also
applicable to small organic molecules. This route is attractive due to the com-
mercial availability of different derivatives of biotin, optionally with spacer
groups.

4.5
Carbohydrates

Interactions that involve carbohydrate structures are important in many bio-
logical events, including cell adhesion, apoptosis, and immune responses.
Their interactions with proteins are normally weak in affinity and traditional
techniques may be difficult to use. SPR detection can therefore be favorably
utilized for these studies and the need for such analytical methods is expected
to grow within the emerging field of glycomics. However, immobilization of
carbohydrates may be a challenge, depending on the explicit nature of the
substance.

The primary potential coupling sites for sugars are hydroxyl groups, al-
though there is a high likelihood that the hydroxyls of small sugar compounds
(e.g., mono- to oligosaccharides) are important for binding activity. Alterna-
tive strategies, similar to those used for other types of small molecules must
therefore be applied. The most common approach is to use the anomeric alde-
hyde group for direct immobilization, or for modification in solution before
immobilization. Aldehyde coupling as described in Sect. 3.1.3 is a good alter-
native in such cases. Alternatively, linker molecules with reactive groups such
as thiols can be introduced [62]. The introduction of a biotin derivative is also
a highly suitable route.

Polysaccharides can be immobilized in various ways depending on which
functional groups are present. Glycosylated proteins can be considered as
a special case, as described in Sect. 4.2. The main difference between “pure”
polysaccharides and glycoprotein structures is that electrostatically medi-
ated enrichment of the coupling cannot normally be used, depending on the
presence of charged groups. For covalent immobilization via nucleophilic or
electrophilic groups (e.g., reactive amines, aldehydes, or activated carboxyls)
high concentrations of the polysaccharide need to be used and the result-
ing densities are still relatively modest. A better alternative is to biotinylate
a suitable functional group before immobilizing the derivative to streptavidin
surfaces, as shown for heparin [63].
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5
Spatially Resolved Immobilizations

SPR detection is highly adaptable to multiplexed configurations in miniatur-
ized formats. The flow cells in the original Biacore systems had four meas-
uring spots positioned within a few millimeters (Fig. 19). Prototype systems
with eight parallel flow channels have also been described and applied to food
analysis applications [64].

In these systems, both the immobilized partner and analyte in solution are
delivered to the sensor surface via an integrated microfluidics device. All the
steps in the immobilization procedure can therefore be monitored by SPR de-
tection and serve as an important guidance and quality check. The channels
for fluid delivery and flow cell structures are made by micromolding of elas-
tomeric materials and are produced with cell widths down to a few hundred
micrometers [65]. Spatial distribution of immobilized partners is achieved by
addressing the distinct flow cells individually.

The measuring spot density on several subsequently commercialized
biosensors has greatly increased, allowing arrays to be probed and generat-
ing parallel interaction data. One recent development involves microfluidics
systems with hydrodynamic addressing (HA) of the solutions (Fig. 19). By the

Fig. 19 Configurations and dimensions of various Biacore instrument flow cells. The left-
hand flow cell is designed for hydrodynamic addressing
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use of two parallel fluid inlets, solutions can be directed over different areas of
a sensor surface in a single flow cell and can therefore be used for spatially re-
solved immobilizations [66]. Besides the obvious advantage of higher sample
throughput, this flow cell system allows a more precise and detail-rich analy-
sis to be performed. Firstly, as all interactions are measured simultaneously,
highly accurate reference subtraction allows the measurement of very rapid
kinetics. Further, by immobilizing several targets in one flow cell, interaction
profiles may be directly compared under identical conditions.

In the Biacore A100 system containing four HA flow cells with five immo-
bilization spots per flow cell, assays can be designed either for the maximum
number of samples, or to deliver the maximum information per sample. In
the first instance, identical immobilizations may be performed in all four flow
cells, allowing four different samples to be analyzed in parallel during each
analysis cycle, while in the latter, up to 20 different interactants may be immo-
bilized across all four flow cells with one sample per cycle injected in parallel.

What types of application areas may best benefit from a high through-
put array system that also delivers high quality kinetic data? As one example,
the development of therapeutic mAbs, for example, is a complex and time-
consuming process, involving generation, maintenance and above all, screen-
ing of thousands of hybridoma clones. Early identification of those hybrido-
mas that produce the best candidate antibodies is a critical step in successful,
cost-efficient development. Efficient screening of many hundreds of hybrido-
mas would enable selection of candidates with the best prognoses for clinical
success based on their kinetic properties. Secondly, even the most carefully
designed and constructed biotherapeutics may be sensed as foreign proteins
by the patient, causing an unwanted antibody response. The immunogenic-
ity of newly developed drugs and vaccines is one area that could benefit from
sensitive detection of potentially clinically relevant low/medium affinity an-
tibodies, generating data on isotype, subclass specificity, and kinetics from
a single system using low quantities of sera.

For larger 2D arrays, various approaches have been employed. Techniques
developed during the 1990s, principally for DNA arrays have also been eval-
uated for SPR detection [67]. Depositions by contact or non-contact means
have become the most common alternatives and several commercial array-
ers are available. A general review of protein arrays can be found in [68]. One
possible limitation with these approaches is that relatively high concentra-
tions need to be employed, due to the requirement of high surface density
of active molecules needed for SPR detection. The drop deposition of the
solution must therefore be optimized to meet these needs. Ink-jet or piezo-
electric printing devices that were originally employed for DNA applications
can also be used for proteins, both in aqueous and organic solvents. However,
careful optimization is normally needed when these are used for proteins
in buffered solutions, as deposits and clogging of the ink-jet heads tend to
occur, particular for solutions of high protein concentration. Tendencies for
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smeared spots and an uneven spread of the density of the immobilized part-
ner across the spot have also been reported.

Another important issue related to deposition of proteins is the tendency
for denaturation. When spotting droplets of protein solution in the nanoliter
range, evaporation of the solvent will quickly lead to air exposure. Alternative
strategies have been employed to minimize evaporation, including printing in
high humidity and using 40% glycerol solutions.

Photolithography has become a popular method for DNA arrays, with the
Affymetrix approach for site synthesis of DNA probes. Similar approaches
can be applied to spatially synthesize combinatorial libraries of peptides
and other organic compounds [69]. However, applications within the pro-
tein array field are still in a preliminary state. Examples can be found in the
literature [70, 71] where photomasks have been used to define the area for
immobilization. After exposure to UV light in the presence of an immobi-
lized partner, the surface is washed and the procedure repeated with a new
mask and a new preparation of the molecule to be immobilized. The method
may be limited by the risks for non-specific binding and the extended time
needed to generate large arrays. Although it is tempting to perceive that func-
tional protein arrays will be constructed on a similar scale to DNA arrays, the
natural sensitivity of protein structure – essential for function – will almost
certainly limit their size; it is simply not possible to control the biological
activity of thousands of proteins extracted from their natural microenvi-
ronment and immobilized in vitro after lengthy and stringent amplification
and purification processes. The functions of proteins are often dependent on
domain integrity and demand precisely defined microenvironments. For ex-
ample, the conformation of transmembrane receptors are difficult to predict
in vitro, when the predominantly hydrophobic membrane-spanning domain
is dissolved in an aqueous solution, rather than integrated in the protective
and stabilizing milieu of the cell membrane. Variables such as immobilization
conditions, orientation, and the possibility that the immobilization process
may impede or conceal the very binding site of interest are further import-
ant considerations. Finally, unwanted adsorption to both the array surface
and other proteins in a complex mixture may complicate the interpretation of
results from a multiplexed array.

6
Outlook

The development of tools for the immobilization of molecules to sensor sur-
faces has been dramatic over the last two decades. This has been driven
by the availability of better surface analysis techniques, including the com-
mercialization of sensitive and reliable systems, as well as better tools for
manipulation of proteins and other biomolecules. Growing interest in under-
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standing biomolecular interactions on a quantitative level have also driven
this development. These trends will almost certainly continue to drive the
field of immobilization. The availability of large protein libraries for pro-
teomics applications is increasing, which will drive the need for larger scale
protein interaction analysis. This leads to a demand for higher throughput
systems and more parallel and streamlined immobilization strategies. Better
tools and techniques for the creation of 2D arrays will likely emerge, with the
twin objectives of improving control over immobilization levels and retaining
the activity of the protein.

Another field of development relates to improved tags for surface coupling
and other conjugation steps. Fusion tags have great potential as immobiliza-
tion sites to surfaces and can be used for general parallel coupling methods
of arrays. However, several of the presently available tags are based on protein
or peptide structures that significantly increase the size, which may cause ex-
pression problems during the protein fusion step. An additional consequence
here is that the tag size may affect the activity of the protein. The limited
stability in the bond between the tag and the capturing molecule can also
be a problem. Consequently, it can be hoped that smaller tags with better
binding properties to their capture partners will be developed in the coming
years.

Considering the importance of membrane-associated proteins (particu-
larly GPCRs) as drug targets, the limited range of options for sensor sur-
face immobilization will certainly stimulate continued efforts to find better
methods. Increases in the attainable surface densities of membrane proteins
with sustained drug binding activity are necessary for their interrogation
using label-free SPR detection methods. Some promising advances have been
described during recent years [50, 52, 53] and these methods are likely to
be further improved. The techniques to express, purify, and reconstitute
membrane-associated proteins will also advance, increasing the options for
their immobilization.

References

1. Liedberg B, Nylander C, Lundström I (1983) Sensor Actuator 4:299
2. Lin JN, Chang IN, Andrade JD, Herron JN, Christensen DA (1991) J Chromatogr

542:41
3. Nuzzo RG, Allara J (1983) JvAm Chem Soc 105:4481
4. Ulman A (ed) (1998) Thin films: self-assembled monolayers of thiols. Academic, San

Diego
5. Löfås S, Johnsson B (1990) J Chem Soc Chem Commun 21:1526
6. Bergström J, Johnsson B, Löfås S (1990) Sensing surfaces capable of selective

biomolecular interactions, to be used in biosensor systems. Patent appl. WO90/05303
7. Bishop AR, Nuzzo RG (1996) Curr Opin Colloid Interface Sci 1:127
8. Ostuni E, Chapman RG, Holmlin RE, Takayama S, Whitesides GM (2001) Langmuir

17:5605



150 S. Löfås · A. McWhirter

9. Sigal GB, Mrksich M, Whitesides GM (1998) J Am Chem Soc 120:3464
10. Löfås S (1995) Pure Appl Chem 67:829
11. Löfås S, Malmqvist M, Rönnberg I, Stenberg E, Liedberg B, Lundström I (1991) Sen-

sor Actuator B Chem 5:79
12. Lundström I (1994) Biosens Bioelectron 9:725
13. Day YSN, Baird CL, Rich RL, Myszka DG (2002) Protein Sci 11:1017
14. Disley DM, Blyth J, Cullen DC, You HX, Eapen S, Lowe CR (1998) Biosens Bioelectron

13:383
15. Frey BL, Corn RM (1996) Anal Chem 68:3187
16. Daniels PB, Deacon JK, Eddowes MJ, Pedley DG (1988) Sensor Actuator 15:11
17. Spinke J, Liley M, Guder HJ, Angermaier L, Knoll W (1993) Langmuir 9:1821
18. Mecklenburg M, Danielsson B, Winqvist F (1997) Broad specificity affinity ar-

rays: a qualitative approach to complex sample discrimination. Patent appl. PCT/EP
97/03317

19. Alon R, Bayer EA, Wilchek M (1992) Eur J Cell Biol 58:271
20. Prime KL, Whitesides GM (1991) Science 252:1164
21. Lahiri J, Isaacs L, Tien J, Whitesides GM (1999) Anal Chem 71:777
22. Harder P, Grunze M, Dahint R, Whitesides GM, Laibinis PE (1998) J Phys Chem B

102:426
23. Chapman RG, Ostuni E, Takayama S, Holmlin RE, Yan L, Whitesides GM (2000) J Am

Chem Soc 122:8303
24. Hermanson GT, Mallia AK, Smith PK (1992) Immobilized affinity ligand techniques.

Academic, New York
25. Hermanson GT (1995) Bioconjugate techniques. Academic, New York
26. Myszka DG (1999) J Mol Recognit 12:390
27. Johnsson B, Löfås S, Lindquist G (1991) Anal Biochem 198:268
28. Stenberg E, Persson B, Roos H, Urbaniczky C (1991) J Colloid Interface Sci 143:513
29. Löfås S, Johnsson B, Tegendal K, Rönnberg I (1993) Colloids Surf B: Biointerfaces 1:83
30. Matson RS, Little MC (1988) J Chromatogr 458:67
31. Sprik M, Delamarche E, Michel B, Rothlisberger U, Klein ML, Wolf H, Ringsdorf H

(1994) Langmuir 10:4116
32. Johnsson B, Löfås S, Lindquist G, Edström Å, Müller Hillgren RM, Hansson A (1995)
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1
Introduction

SPR-based biosensors can measure the interactions of biomolecules directly
without the need for labeling. This feature has allowed these analytical instru-
ments to become essential tools for characterizing molecular interactions.
The ability to directly measure interactions in real time allows us to quanti-
tatively determine kinetic parameters, thermodynamics, and concentration,
or qualitatively characterize relationships between ligands and analytes. Due
to the fast response and high sensitivity of SPR-based biosensors compared



156 I. Navratilova · D.G. Myszka

to other technologies such as enzyme or radiolabeling methods, biosensors
can be used to study a large variety of biomolecular mechanisms, ranging
from protein–protein, antibody–antigen, and receptor–ligand interactions to
the characterization of even low molecular weight compounds. Progress in
surface chemistry enables the use of SPR-based platforms to facilitate capture
of hydrophobic compounds such as lipids to study membrane-associated re-
ceptors. Higher-throughput SPR biosensors with parallel sample delivery or
array-based SPR systems are expanding the technology’s applications. In this
chapter we will review the main applications of SPR-based biosensors using
examples from a variety of biological systems. We will also review some of the
key requirements in properly analyzing biosensor data, including processing
and fitting methods.

2
Data Processing

Data obtained from biosensors are usually affected by the position on the res-
onance unit scale, noise, non-specific responses and other artifacts that com-
plicate further presentation. Therefore raw data need to be processed to en-
sure their comparability. Although many different SPR-based platforms have
been developed and data processing can differ slightly, the basic procedures
described in this section can be applied with minor adjustments to most of
them. Given the importance of data processing, we take time here to describe
the general procedures before delving into specific biosensor applications.

The most common commercially available SPR-based biosensors are Bia-
core 2000 and 3000 systems, which are equipped with a four flow-cell fluidic
system. One flow-cell is used as a reference to subtract possible non-specific
signal and correct for refractive index changes, injection noise, and instru-
ment drift. Several software packages are available to simplify data analysis
for Biacore experiments such as Scrubber (Biologic Software, Australia) or
BiaEvaluation (Biacore AB, Uppsala, Sweden). Raw data obtained from Bi-
acore instruments are usually spread according to the actual SPR response
in a wide range of response units (RU) for different flow-cells (Fig. 1a). The
first step in data processing is to zero the response just before the analyte
injection. This can be performed by subtracting an average of the response
in a small interval just prior to the start of the injection. The second step is
to align the responses so that all injections start at the same point. Typic-
ally this can be done by keying on the bulk refractive index jump that often
occurs as sample is introduced. Double referencing is a process we intro-
duced a number of years ago that can significantly improve the quality of
the data, particularly when working at low response levels. In the first step,
signal collected from the reference flow-cell is subtracted from the data ob-
tained for reaction surfaces. The second step is to subtract an average of
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Fig. 1 Processing biosensor data. a Raw data from the biosensor for 233 nM IL-2 injected
over a receptor surface (top trace) and reference surface (bottom trace). b Data sets were
zeroed on the y and x axis just prior to the start of the injection. c Data from the reference
surface was subtracted from the data from the reaction surface. d Overlay of four replicate
injections of 233 nM IL-2, as well as running buffer blank. e Responses after subtract-
ing the average of the blank injections from both the sample and blank data. f Overlay
of a series of IL-2 injections (233, 78, 26, 8.6, 2.9, and 0 nM) replicated four times each.
Reproduced from [1] with permission from John Wiley and Sons © 1999

the responses obtained for a set of buffer injections. In Fig. 1 we present all
the steps required to process data for a protein–receptor interaction, in this
case interleukin-2 binding to the alpha receptor subunit. Panel F shows the
resulting processed data for a concentration series of IL-2 (0–233 nM) per-
formed in four replicates for each concentration [1]. This is an example of
high quality data which is now suitable for more advanced curve fitting in-
cluding kinetic analysis.
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3
Kinetics of Biomolecular Interactions

The number one advantage of optical SPR biosensors is their ability to meas-
ure complex formation in real time. This makes it possible to obtain quan-
titative information about binding interactions including the assembly and
break down process. The majority of binding interactions that we encounter
on a routine basis are simple bimolecular interactions. Two molecules must
come together in space to form a complex. We typically depict these systems
as a simple A + B goes to AB reaction as shown below:

A + B
ka�
kd

AB .

The rates of complex formation (ka) and breakdown (kd) are governed by
the intrinsic association and dissociation rates, respectively. This kinetic in-
formation reflects the binding mechanism of molecules, which can provide
detailed insights into structure and function.

We commonly employ global analysis of interaction data in order to ex-
tract accurate estimates of the binding constants. Global analysis means that
all the responses within a data set are fit simultaneously using the same set
of rate constants. Global analysis of a wide range of analyte concentrations
provides a robust method to discriminate between different reaction models.
However, it does require high-quality data. Fortunately with improvements
in experimental design and data processing, as discussed above, it is fairly
routine to collect SPR data that is of high-enough quality for global fitting.
Nevertheless, each type of interaction needs to be optimized for experimen-
tal conditions, involving density of immobilized ligand, flow rate, and analyte
concentrations. A simple one-to-one model is not always sufficient to fit in-
teractions influenced by mass transport and this event must be included for
systems where the rate of analyte binding to immobilized ligand is equal or
faster than the diffusion of analyte to the ligand surface [2, 3]. The mass trans-
port coefficient km then characterizes the rate of analyte A0 diffusion to and
from the reaction surface:

A0
km�
km

A + B
ka�
kd

AB .

The effect of mass transport can be also observed when comparing the same
interaction at different ligand surface densities and flow rates [4, 5]. Gener-
ally speaking, when the goal of the analysis is to determine binding kinetics,
it is often best to work with low ligand density surfaces and high flow rates to
minimize these effects.

Software packages such as Scrubber, Clamp or BiaEvaluation were de-
veloped to help analyze processed data to obtain kinetic parameters for
interactions. Generally, fitting procedures are based on subtracting the simu-
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lated data from the experimental data in order to calculate the chi-squared
value (χ2). The initial estimates for the floated parameters are then adjusted
automatically to minimize χ2 using common minimization algorithms [6].

An example of a global fit including the mass transport step for a protein–
antibody interaction at different antibody surface densities is shown in
Fig. 2a [7]. In this case the apparent binding rate increases as the density
of the monoclonal antibody decreases. A simple one-to-one model was not
sufficient to fit those interactions and a mass transport step had to be in-
corporated. An example of another global fit of kinetic data is shown in
Fig. 2b. In this example the authors used Biacore instruments to study bind-
ing of ankyrin repeat proteins to different targets: maltose binding protein
and eukaryotic kinases JNK2 and p38 [8]. A final example of global fitting
is shown in Fig. 2c. In this example the authors used kinetic analysis to de-
termine differences between N-terminal RNA-binding domains of nucleolin
(RBD12) bound to natural pre-rRNA target (b2NRE) and in vitro selected tar-
get sNRE [9]. Together, these examples illustrate that it is possible to globally
fit data from a variety of systems. Because global analysis is such a strin-
gent test of a reaction mechanism these results further validate the biosensor
technology as a biophysical research tool.

4
Equilibrium Analysis

Equilibrium data can be determined from SPR data that have reached steady
response levels during the association phase (Eq. 1) or can be calculated from
the ratio of the association and dissociation constants (Eq. 2) determined
from kinetic analysis:

ABeq = ABmax
(
1/(1 + KD/[A])

)
(1)

KD = kd/ka (2)

ABeq represents the average of the response signal at equilibrium in defined
interval for each concentration of analyte [A]. ABmax is the maximum re-
sponse in RU that can be obtained for analyte binding depending on the
number of binding sites available on the surface. KD is then calculated by non-
linear least squares fit to the data obtained from Eq. 1. Equilibrium analysis
represents a simple and fast way of analyzing data to obtain affinity constants
for interactions that rapidly reach equilibrium and is efficient as an accompa-
nying method for kinetic data analysis. In the following example (Fig. 3), the
authors used both equilibrium analysis and global fitting to determine kinetic
constants and affinity of interaction between immobilized peptides pY2267
and pY2327 (representing binding sites on Ros receptor tyrosine kinase) and
a GST-fusion of the N-terminal SH2 domain of SHP-1 protein tyrosine phos-
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Fig. 2 � a Global analysis of a protein–antibody interaction. The response data (dashed
lines) are shown for a series of protein concentrations (0, 8.3, 25, 75, 225, and 675 nM)
injected over three different surface densities of captured monoclonal antibody (MoAb)
(1400, 500, and 150 RU). a Best fit to a simple bimolecular interaction model (solid
lines). b Best fit to a two-step mass transport-limited bimolecular interaction model (solid
lines). The standard deviation of residuals for plots a and b were 35 and 2.2 RU, respec-
tively. The best fit values of the parameters in b were ka = 1.2×106 ±2×104 M–1 s–1,
kd = 2.9×10–4 ± 7×10–6 s–1, km = 6.4×10–6 ± 7×10–8 M–1 s–1, Bmax 1 = 357 ± 0.5 RU,
Bmax 2 = 132±0.4 RU, and Bmax 3 = 43±0.3 RU. Reproduced from [7] with permission
from Elsevier © 1997. b Biacore analysis of off7. Different concentrations of off7 (0, 2,
5, 10, 20, 50, and 100 nM) were applied to a flow-cell with immobilized MBP for 2 min,
followed by washing with buffer. The global fit is indicated in the figure by dashed lines.
Reproduced from [8] with permission from the original authors and Nature Publishing
Group © 2004. c Comparison of the kinetics of RBD12/b2NRE and RBD12/sNRE inter-
actions. Representative sensorgrams are shown for Biacore analyses of the interaction
of injected RBD12 protein with biotinylated target RNAs coated on streptavidin sensor
chips. Black lines represent the binding responses for three random-order replicate injec-
tions of protein at 3.8, 11, 33, 10, and 300 nM over the RNA surfaces. Protein was injected
at time zero and exposed to the surface for 60 s (association phase), followed by 300 s flow
of running buffer during which dissociation could be observed. Note the rapid dissocia-
tion of the RBD12/b2NRE complex (left panel) compared to the RBD12/b2NRE complex
(right panel). Each data set was fit with the global analysis program CLAMP, using a sin-
gle 1 : 1 interaction model. The fitted model is indicated by the gray lines on top of the
data. Reproduced from [9] with permission from Elsevier © 2004

phatase [10]. Using an equilibrium assay it was found that SHP1-N-SH2 binds
to a phosphopeptide representing the Ros pY2267 site with a KD of 217 nM.
Ros pY2327 situated at the C-terminus of Ros represents another binding site
for SHP-1 with a KD of 171 nM.

5
Thermodynamics

The ability to collect binding data at different temperatures makes it possible
to determine thermodynamic properties using SPR. Transition state theory
relates the rate constant of a reaction to an equilibrium constant between
the reactants and the transient state. The scheme of relationship of free en-
ergy and reaction state is represented in Fig. 4. Activation energy is required
during the association process to form the transition state. The more energy
required, the slower the association rate. Experiments can be performed by
measuring kinetic parameters at different temperatures for an interaction,
typically from 4 to 40 ◦C.

In the following example the authors studied the thermodynamics of sev-
eral HIV-protease inhibitors (Amperavir, Indinavir, Lopinavir, Nelfinavir, Ri-
tonavir, Saquinavir) interacting with the immobilized protein [11]. In Fig. 5
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Fig. 3 Synthetic phosphopeptides representing sequences around Ros pY2267 and pY2327
were analyzed for binding of the N-terminal SH2 domain of SHP-1 by surface plasmon
resonance. Representative experiments are shown (left panel). The data were fitted to de-
termine the kinetic constants ka and kd. Signals at equilibrium were also fit using an
equilibrium analysis to determine the affinities of the interactions (right panels). Repro-
duced from [10] with permission from the Company of Biologists © 2004

Fig. 4 Free energy profile for interaction. ∆G�=
a and ∆G�=

d are the changes in Gibbs free
energy required for the formation of the transition state starting from reactants and
complex, respectively. ∆G0 is the change in Gibbs free energy between reactants and
complex
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Fig. 5 Temperature dependence of the change in free energies. Light blue 5 ◦C; dark blue
15 ◦C; magenta 25 ◦C; and red 35 ◦C. a Equilibrium (∆G); b association (∆Gon); and
c dissociation (∆Goff). The y-axis is adjusted to show a ∼ 20 kJ mol–1 range to facilitate
comparison of the different inhibitors. Reproduced from [11] with permission from John
Wiley and Sons © 2004

there are three plots representing equilibrium ∆G (a), association ∆Gon (b),
and dissociation ∆Goff (c) energy for each inhibitor bound at 5, 15, and 25 ◦C.
The change in ∆G calculated from the affinity at each temperature pro-
vides a measure of stability of complex. The most stable protease-inhibitor
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complex was formed by Lopinavir (∆G ranged from – 52 to – 59 kJ mol–1).
The least stable complex was formed by Nelfinavir (∆G ranged from – 43 to
– 50 kJ mol–1). The ∆G became more negative with increasing temperature,
corresponding to the increase of affinity.

6
Qualitative Analysis

Along with quantitative kinetic analysis, biosensors can be used to obtain
qualitative information for specific processes. By immobilizing the ligand on
a surface, a number of different analytes can be studied for binding to the

Fig. 6 Analysis by surface plasmon resonance spectroscopy of the interaction between
Map19 variants and immobilized MBL or l-ficolin. a Interaction with MBL. b Interaction
with l-ficolin. MBL and l-ficolin were immobilized on the sensor chip. Wild-type Map19
and its Y59A, D60A, D105G, Y106A, and E109A mutants were each injected at a concen-
tration of 50 nM. Reproduced from [12] with permission from the American Society for
Biochemistry and Microbiology © 2004
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ligand. This method of analysis is convenient when a variety of analytes are
being characterized. It helps to determine which compounds bind to immobi-
lized ligand and also which concentrations of analyte are suitable for analysis.
In the following example (Fig. 6) the interactions between variants of MAp19
and immobilized mannan-binding lectin (MBL) or l-ficolin [12] were meas-
ured. According to the obtained results mutation of Glu83 to Ala significantly
increased the KD values for both MBL and l-ficolin. Mutations D60A, D105G,
Y59A, Y106A, and E109A decreased the ability of MAp19 to associate with
MBL and l-ficolin. The Y59A, D105G, and Y106A mutations virtually abol-
ished interaction with either protein. Mutations E109A and D60A abolished
binding to l-ficolin and increased the KD value for MBL.

7
Competition Analysis

Competition analysis can overcome problems related to interactions that are
difficult to analyze directly. Among these types of interactions are systems
where the analyte has too low a molecular weight and the sensitivity of the
biosensor is not high enough to detect its binding to the immobilized lig-
and. Another example can be interactions where it is hard to design an assay
in a certain way to measure analyte binding because the ligand surface can-
not be sufficiently regenerated. There are different mechanisms that can be
applied for competition analysis. One of them is based on competition of ana-
lyte and competitor with different molecular weights for binding to the ligand
surface. In this case, the competitor is typically a compound with lower mo-
lecular mass. When binding to the immobilized ligand the response decreases
in the presence of increasing concentration of analyte (Fig. 7, left panel).
A special kind of competition analysis is analyte inhibition analysis and in-
volves immobilizing the ligand and incubating the analyte with inhibitor at
different concentrations for a defined time period. When the inhibitor binds
to the analyte it inactivates it for binding to the ligand surface (Fig. 7, right
panel). The higher the concentration of inhibitor present in the sample, the

Fig. 7 Scheme for competition reactions
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Fig. 8 Peptide 12p1 inhibition of binding of gp120 to CD4 and 17b. CD4 (a) and 17b (b) �
were immobilized on a CM5 sensor chip in a BIA3000 instrument. YU2 gp120 (50 nM)
was passed over each surface in the absence (0 nM) or presence of 821 nM to 6.57 µM
12p1. Buffer injections and control surface binding have been subtracted to obtain all
curves. Experiments were repeated twice in duplicate with similar results. Data from one
experiment are shown. c Log plot for determining IC50 for 12p1 inhibition of binding to
CD4 (�) and 17b (�). Curves were fit using SigmaPlot, and the 12p1 concentration at
which the initial rate of gp120 binding was half of that without peptide was designated
the IC50. Reproduced from [13] with permission from the American Chemical Society ©
2004

lower the amount of competitor available for binding to the ligand, and the
lower the response observed.

An example of analyte inhibition analysis is demonstrated in Fig. 8. These
authors studied peptide 12p1 inhibition of gp120 YU2 binding to CD4
(Fig. 8a) and 17b monoclonal antibody (MoAb) (Fig. 8b) [13]. Increasing
concentrations of 12p1 inhibited the binding of YU2 to both CD4 and 17b
surfaces. The fraction of the initial rate of YU2 binding in the presence or ab-
sence of peptide was determined for each peptide concentration and plotted
as a function of the log of the peptide concentration (Fig. 8c).

8
Epitope Mapping

Epitopes are specific sites on antigen molecules that are recognized by an-
tibodies. Structural studies showed that around 15 amino acid residues are
often associated with each epitope [14]. Epitope mapping on the biosen-
sor can be used to characterize both antigens and MoAbs. Compared to the
labeling requirements for EIA or RIA, using biosensor technology brings
many advantages such as fast response, simple performance of experiments,
and low sample consumption. Typical epitope mapping experiments on the
biosensor involve immobilizing the primary antibody on the surface, then
capturing the antigen and testing whether a secondary antibody is capable
of binding to the antigen. Using this method it is possible to screen a var-
iety of MoAbs specific to different epitopes presented on the antigen. In the
following example (Fig. 9), different MoAbs against PR3 serine protease were
tested [15]. First, antibody PR3G-2 was captured on a rabbit anti-mouse IgG1.
The rest of the binding sites were blocked with IgG MoAb. PR3 was captured
on PR3G-2 and antibodies specific to different epitopes of PR3 were tested
for binding. A total of 13 MoAbs were studied for binding to PR3. To exam-
ine whether MoAbs to PR3 compete in their binding to PR3, all MoAbs were
tested pair-wise. MoAbs inhibiting binding of secondary MoAbs resulting in
binding < 10% of maximal binding were assumed to be MoAbs that recognize
similar or closely related epitopes. MoAbs decreasing binding of secondary
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Fig. 9 Overlay plot of sensorgrams showing the binding of the MoAbs PR3G-3, 4A3,
PR3G-6, 6A6, and PR3G-2 on PR3 presented by PR3G-2. A 800 RU binding of PR3G-2
on a rabbit anti-mouse IgG1 (RAM-IgG1) containing sensor chip. B Unoccupied RAM-
IgG1 sites were occupied by a control IgG1 MoAb (1400 RU). C 400 RU of captured PR3.
D Binding of PR2G-3, 4A3, PR3G-6, 6A6, and PR3G-2 to PR3. RU values shown represent
the increase in RU from point C to D. After regeneration RU came back to base level (E).
Reproduced from [15] with permission from Blackwell Publishing © 1999

MoAbs from 10 to 50% of maximal binding were assumed to be MoAbs recog-
nizing overlapping epitopes. Pairs of MoAbs decreasing binding less than 50%
of maximal binding were assumed to recognize different epitopes of PR3.

9
Binding Stoichiometry

Because SPR responses are generally proportional to mass, it is possible to
gain some insight into the stoichiometry of an interaction by comparing the
amount of ligand immobilized to the amount of analyte it can bind. If one
knows the mass ratio of the two species then a stoichiometry of interaction
can be calculated according to the following equation:

stoichiometry =
Rmax ×MwL

MwA ×RL
,
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where Rmax is maximum capacity for analyte binding, and RL is the density
of immobilized ligand. Binding stoichiometry is often used as a rough in-
dicator of the integrity of immobilized ligand. Usually, if the stoichiometry
is significantly less than expected it is indication of the loss of ligand activ-
ity. It is, however, not possible to determine if the loss has come from the
immobilization process itself or if the starting material was not fully active.
Therefore, stoichiometric measurements based on capturing methods rather
than on direct immobilization are often more reliable. As an example, we
captured a dimeric Fc-fusion construct of the erythropoietin receptor using
a protein A surface and, based on the RU levels, could demonstrate that it
bound only one ligand [16].

10
Lipid Surfaces

SPR experiments are not limited to studying soluble protein systems. One
of the most significant advancements recently has been the development of
methods to create lipid surfaces on the biosensor. One application involves
the study of how drugs interact with lipid surfaces as a measure of mem-
brane transport properties. SPR-based biosensors represent a powerful tool
for studying this kind of interaction. The L1 chip available for Biacore in-
struments is specially designed with highly hydrophobic groups on a dextran
layer to facilitate capture of liposomes and micelles. Liposomes are hydrated
particles of lipids that can be prepared by extrusion [17]. Liposomes have
been shown to remain as intact spheres on the sensor surface while micelles
prepared by mixing lipids with detergent have been shown to form confluent
bilayers (Fig. 10). This allows investigators to choose the type of lipid environ-
ment for their studies.

An example of a sample analysis cycle using the L1 chip for liposome cap-
ture is shown in Fig. 11a. These authors used a Biacore S51 instrument to

Fig. 10 Scheme of L1 chip with captured micelles and liposomes
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Fig. 11 a Sensorgram showing the injection sequence for analysis of one compound. �
An analysis cycle consisted of: 3-min injections of each liposome; wash of the flow system
(except the sensor surface) with the regeneration solution; a 1-min injection of run-
ning buffer to check for carryover effects from the previous cycle; a 1-min injection of
compound over the reference and liposome spots; and finally, two injections of regen-
eration solution to wash off liposomes from the surface. A flow rate of 30 µL min–1 was
used throughout the assay except for the liposome injections, which were performed at
10 µL min–1. b Relative responses on Avanti-blend liposomes for drugs from four experi-
ments. Response values were normalized against the negative control ceftriaxone, set at
response 0, standard deviation (stdev) 0.2 and propranolol, set at response 100, stdev 2.1.
n = 20 for the controls (striped bars), n = 8 for lactulose and raffinose, and n = 4 for all
other compounds. Reproduced from [18] with permission from John Wiley and Sons
© 2005

study binding of 78 compounds to liposomes POPC and Avanti-blend cap-
tured on sensor chip [18]. Using an automatized SPR-based biosensor it is
possible to develop a screening method to rank and characterize the binding
of compounds to captured liposomes of different properties based on binding
responses, as shown in the histogram (Fig. 11b).

Micelles have been used to build lipid bilayers around membrane pro-
teins captured on sensor surface to mimic their natural environment. A good
example of this type of application involves the study of G-protein coupled
receptors (GPRCs). Receptor was captured on an L1 chip surface using an
immobilized antibody that recognizes an additional tag presented on the
receptor followed by injection of micelles to form the lipid bilayer [19]
(Fig. 12). Others have used this approach to monitor interactions of lig-
ands and G-proteins with GPRCs [20]. This approach may provide a general
method for studying a variety of membrane-associated systems and even ion
channels.

11
Screening Methods

Automatization is one of the most powerful features of advanced biosen-
sor technology. Using Biacore instruments it is possible to automatically
run hundreds of assays per day. This feature also provides a big advan-
tage when studying membrane-associated receptors (Fig. 13). Using auto-
mated instruments it is possible to automatically screen a variety of sol-
ubilization conditions for membrane-associated receptors and determine
conditions that can maintain the receptor in the most active conformation
for suitable conformation-sensitive probes (conformation-dependent MoAbs,
chemokines) [21]. In the following example, CCR5 receptor was captured on
antibody surface and tested for activity. The throughput of this method allows
screening of at least 50 conditions per day. Using the autosampler to perform
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Fig. 12 Scheme of capture and reconstitution method. 1 Immobilize a capturing molecule
that recognizes the GPCR distant from the ligand-binding site. In contrast to immo-
bilizing on a standard dextran chip (CM5), the immobilization is done using an L1
chip consisting of a dextran surface that contains hydrophobic alkane groups. 2 Capture
a detergent-solublized GPCR to the immobilized biomolecule on the surface. 3 Recon-
stitute a lipid bilayer around the receptor by injecting lipid/detergent mixed micelles
across the surface. 4 Wash the surface with buffer to dissociate the detergent from the
micelles, leaving behind a lipid bilayer. 5 Test the functional properties of the membrane-
associated GPCR using conformation-dependent antibodies. 6 Study the binding of
various ligands to the captured GPCRs. Reproduced from [19] with permission from
Elsevier © 2003

Fig. 13 Screening of CCR5 solubilization using different detergent/lipid combinations.
Normalized binding responses for conformation-dependent antibody (2D7, 156 nM). Re-
produced from [21] with permission from Elsevier © 2005
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the mixing steps of cells with the solubilization buffer and the detergent/lipid
mixture, it is possible to normalize for solubilization time. Compared to stan-
dard laborious solubilization methods that have to be performed in a cold
room with a limited number of samples, automatized solubilization brings
many advantages: a large number of samples can be measured, easy set up of
experiment, and standardized control of the whole solubilization procedure.

12
Small Molecules

The sensitivity of Biacore instruments allows them to be used to detect
low-molecular-weight molecules such as 200 Da binding to surface immobi-
lized macromolecules (> 100 kDa). Some small compounds are not generally
soluble in common buffers and addition of organic solvents like DMSO is
necessary to achieve their solubility. However, these organic solvents are
characterized by a high refractive index that can influence binding data for
compounds caused by the excluded volume effect. Due to the volume oc-
cupied by an immobilized protein, the reaction flow-cell will have a lower
baseline response than the reference flow-cell (lacking immobilized protein)
in the presence of DMSO. When the data generated across the reference flow-
cell is subtracted from that generated across the reaction flow-cell, the result
will be negative, which may mask the actual binding of small molecules. To
correct for this effect, a series of samples containing different DMSO concen-
trations should be injected from which a standard curve is constructed. The

Fig. 14 Example of DMSO calibration curve analyzed using Scrubber software. Responses
for standards obtained for reaction flow-cells are plotted versus responses obtained for
reference flow-cell. Linear fit is used to fit the data. The black open triangles along the
x-axis indicate where the reference Fc values lie for each analyte injection cycle
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Fig. 15 Experimental (grayscale traces) and modeled sensorgrams (solid black lines) for
the interaction between HIV_1 protease inhibitors (in twofold serial dilutions) at 25 ◦C.
The modeled sensorgrams were based on the kinetic parameters obtained from global
analysis of the experimental data using a 1 : 1 binding model accounting for mass trans-
port. a Amprenavir (1.6–400 nM); b Indinavir (1.6–400 nM); c Lopinavir (0.4–50 nM);
d Nelfinavir (3.2–200 nM); e Ritonavir (1.6–400 nM); f Saquinavir (1.6–200 nM); and
g Atazanavir (0.4–200 nM). Reproduced from [11] with permission from John Wiley and
Sons © 2004
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DMSO concentrations of the calibration series must span the refractive index
increments in the samples. A calibration curve is then constructed as a de-
pendence of responses obtained for reaction flow-cells versus responses for
reference flow-cell (Fig. 14). A linear or polynomial fit is performed to correct
the measured data.

A typical example of small molecule analysis with SPR is the study
of enzyme–inhibitor complexes. In the following experiment (Fig. 15), the
authors measured the affinity of various HIV-protease inhibitors [11] using
a Biacore S51 instrument. These high-quality data illustrate a significant new
application of SPR technology that is making an impact in drug discovery.

13
Summary

SPR-based biosensors represent a real-time and label-free technology that
is heavily utilized by both basic researchers and within the pharmaceutical
industry. Biosensors can support an incredible range of applications from
qualitative binding to high-resolution kinetic analysis. Nearly any interaction
involving biological systems (including low-molecular-weight components,
proteins, nucleic acids, and even lipid surface environments) are amenable to
these instruments. In the future, we will see SPR-based technology continue
to expand with advancements in higher-throughput and higher-sensitivity
platforms. What was once an obscure and niche technology has now become
an essential component of protein analysis and has been adopted as a main-
stream technology.
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1
Introduction

Surface plasmon resonance (SPR) biosensors present a mainstay technology
for research of macromolecules and their interactions in life sciences and
pharmaceutical research. In addition, SPR biosensors hold potential for many
other applications of paramount importance, including detection of con-
taminants related to environmental monitoring, human health indicators for
medical diagnostics, and foodborne pathogens and toxins implicated in food
safety and security. Existing commercial SPR biosensors are not designed for
in-field detection or continuous monitoring of chemical and biological ana-
lytes. In order to address analytical needs in theses areas, development of SPR
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biosensors suitable for out-of-laboratory applications and analysis of complex
real-world samples is pursued in research laboratories worldwide.

2
Concept of SPR Biosensor System for Field Use

The SPR biosensor systems for analysis of complex samples in the field have
to integrate several key elements. These include, in particular, a sample prep-
aration unit, a fluidic system, a biorecognition element, and an SPR optical
platform (Fig. 1).

In this biosensor system, a sample is pretreated in the sample preparation
unit and delivered by the fluidic system into contact with the biorecognition
element immobilized on the sensor surface. The SPR optical platform con-
verts its specific interaction with the analyte into the sensor output.

This chapter is devoted to a description of the state of the art in the de-
velopment of these key elements and their integration for SPR biosensor
instruments for field use.

Fig. 1 Scheme of key modules supporting an SPR biosensor instrument

3
Sample Preparation Unit

SPR biosensors are devices that are suitable for analysis of aqueous samples.
Therefore, in order to detect target analytes in different real-world matrices
(e.g., tissue, meat, soil, and air) the analyte has to be transferred to a liquid by
a sample preparation unit. Numerous sample pretreatment methods for gas,
solid, and crude liquid samples compatible with SPR biosensors are available.
For detection in gas environments such as air, real-time trapping of analyte
into an aqueous solution is possible by using collectors such as a wetted-wall
cyclone particle collector [1]. Several optical biosensors have been integrated
with these collectors and installed on aerial vehicles for real-time detection
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Fig. 2 Changes in the calibration of a fluorescence-based biosensor for detection of es-
trone due to the non-specific interaction of biorecognition elements with residual matrix
components [9]

of airborne substances [2, 3]. Solid matrices such as tissue or soil are usu-
ally homogenized and suspended in a buffer or solvents. Then, the matrix
separation is performed by filtration [4], centrifugation [5], or immunomag-
netic separation [6]. Liquid samples, either collected directly or obtained as
supernatants from solid or gaseous matrices, can be analyzed with an SPR
biosensor directly.

Additional sample treatment is necessary prior to sample injection into an
SPR biosensor when crude samples are analyzed (e.g., blood, waste water, or
supernatants from solid matrices). In these samples, residual matrix compo-
nents can non-specifically interact with the biomolecular recognition elem-
ents (e.g., dissolved organic carbon [7]) and variations in sample properties
such as pH and ionic strength can alter the specific interaction between an
analyte and a biomolecular recognition element. The matrix effects can lead
to variations in sensor calibration [8–10] resulting in false sensor responses.
In order to reduce these effects, analyzed aqueous samples can be buffered to
stabilize their pH and ionic strength and filtered to remove residual matrix
components. Figure 2 illustrates the effect of matrix composition. Calibration
curves are shown for an estrone fluorescence-based biosensor performing de-
tection in water samples from different sources (samples were buffered prior
to their analysis).

4
Fluidic Unit

In SPR biosensors, a fluidic unit is necessary to provide precise control of
sample delivery to the sensor surface as the amount of analyte captured by the
biorecognition elements (and thus the sensor response) depends on the flow
conditions at the sensor surface [11, 12].
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Fig. 3 Scheme of a typical fluidic unit supporting an SPR biosensor

In general, the fluidic unit needs to encompass reservoirs to contain ana-
lyzed liquids and other reagents (e.g., solutions for sensor regeneration and
sensor surface washout), a pump to flow these liquids through the sensor,
valves to control their injection, and flow-cells for their distribution on the
sensor chip (Fig. 3). Peristaltic pumps are frequently used to flow liquid sam-
ples through the sensor flow-cell [2, 13]. Selection of samples and reagents is
typically achieved with selection valves [2] which can be substituted with air
vents placed within reservoirs [13]. The fluidic channels and flow-cells can be
produced by combining conventional machining (e.g., drilling of input and
output ports) with microfabrication of the fluidic manifold using technolo-
gies such as molding of plastics [14], casting in poly(dimethylsiloxane) [15,
16], and laser cutting of thin polymer layers [17, 18]. The fluidic system can be
combined with degassers for the removal of air dissolved in a sample as it can
produce air bubbles at the sensor surface interfering with the SPR biosens-
ing [2].

To date, several SPR biosensor systems with integrated automated flu-
idic system have been reported [2, 19, 20]. However, these devices rely on
bulky components (e.g., external pumps and valves), which limits their fur-
ther miniaturization. In future, we expect that development of more compact
fluidic units will benefit from current advances in the micropumps and mi-
crovalves [21] and microfluidic technologies pursued for Micro Total Analysis
Systems (µTAS) and Lab-on-a-Chip devices [22–24].

5
SPR Optical Platform

In order to create a portable/mobile SPR biosensor for applications in the
field, easy-to-use SPR biosensor instruments that can deliver high accuracy
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detection in real-world environmental conditions need to be developed. To
meet these requirements, these biosensor instruments have to encompass
a robust and compact SPR optical platform providing reference channels
for the compensation of fluctuations in SPR sensor response due to changes
in optical properties of the analyzed sample and variations of environmen-
tal conditions. Moreover, to enable simultaneous detection of multiple an-
alytes, SPR optical platforms have to support multiple independent sensing
channels.

A large variety of SPR optical platforms have been developed (see Chap. 4
in this volume [63]). The SPR sensors allowing the highest degree of minia-
turization of the SPR optics are based on optical fibers [25–28]. These sensors
have potential for localized detection including in vivo diagnostic applica-
tions. However, the fiber optic SPR sensors exhibit a limited accuracy, which
up to now has hindered their applications for detection of chemical and bio-
logical analytes. In order to provide more accurate SPR sensor instruments,
several miniaturized SPR optical platforms relying on bulk optics and the at-
tenuated total reflection (ATR) method have been developed. These include
the SPR platform based on angular modulation of SPR proposed by Elkind
et al. [29], Kawazumi et al. [30] and Thirstrup et al. [31]. Another com-
pact SPR sensor platform based on the wavelength modulation of SPR and
wavelength division multiplexing of sensing channels [17] has been recently
developed (Fig. 4).

SPR sensor platforms supporting easy-to-interchange sensor chips are de-
sired to allow fast and simple replacement of chips or introduction of a sensor
chip with a desired biomolecular recognition element. In a majority of the

Fig. 4 Compact optical bench supporting an eight-channel SPR sensor relying on wave-
length modulation of SPR and WDM multiplexing of sensing channels; developed at the
Institute of Radio Engineering and Electronics, Prague
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current SPR biosensor platforms an optical contact of the sensor chip with
a coupling prism needs to be established. The optical contact is typically
achieved by means of a refractive index matching oil or a soft polymer which,
for in-field applications, makes the loading of a sensor chip rather incon-
venient. Therefore, SPR optical platforms based on light-pipes [31, 32] and
diffraction gratings [33] have been proposed to avoid the necessity of estab-
lishing an optical contact.

SPR biosensors for analyzing complex matrices in realistic environmen-
tal conditions need to discriminate between the refractive index changes due
to specific interaction with an analyte and those due to background refrac-
tive index variations. Fluctuations in the background refractive index are
typically caused by changes in composition of the sample (e.g., residual ma-
trix components) and by temperature variations. The discrimination between
these changes can be achieved by using reference channels [32] or by means
of decomposition of SPR variations using multiwavelength spectroscopy of
surface plasmons [17, 34–36]. The effect of temperature changes, which can
affect the interaction of the biorecognition element with analyte as well as the
performance of optical components (e.g., lightsource spectrum and detector
efficiency are a function of temperature), can be reduced by stabilizing the
temperature of the SPR optical platform [20].

6
Molecular Recognition Element

Numerous biorecognition elements and methods for their attachment to sur-
faces can be used with SPR biosensors (see Chap. 5 in this volume [64]). In
applications of SPR biosensors for detection of chemical and biological ana-
lytes, biorecognition elements and their immobilization have to be selected
with respect to desired specificity (detection of individual molecules or bio-
logical activity of overall sample), mode of operation (continuous monitoring
or rapid detection), stability and storability (long term storage and operation
in realistic environmental conditions).

SPR biosensors relying on a variety of biorecognition elements (includ-
ing antibodies [37–40], hormone receptors [41, 42], and whole cells [43])
have been used for detection of analytes. Among these, antibody biorecogni-
tion elements are the most popular due to their high affinity, versatility, and
commercial availability [44]. As an alternative to biorecognition elements,
other receptors such as molecular imprinted polymers (MIPS) [45] and or-
ganic synthetic receptors [46] were investigated due to their potential higher
stability in environmental conditions. However, to date the accuracy and
specificity these SPR sensors are still significantly lower then their biorecog-
nition element-based counterparts. In continuous monitoring SPR biosen-
sors, biorecognition elements with lower affinity are preferred for achieving
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reversible interaction with target analyte [47]. SPR biosensors for rapid de-
tection employ high affinity biorecognition elements to achieve the lowest
detection limits.

Immobilization of biorecognition elements presents an important chal-
lenge to sensor development. Sensor sensitivity and specificity are two
concerns that influence biorecognition element immobilization techniques.
Sensitivity is related to the amount of biorecognition element that is available
on the surface for analyte binding. When antibodies are used as the biorecog-
nition element, the orientation and conformation of the antibodies can vary
the amount of available analyte-binding sites on the surface. Recent studies
showed that orientating the analyte-binding pockets away from the surface
can increase the sensitivity of SPR biosensors [48]. Specificity is another im-
portant concern for surfaces of SPR biosensors. Integration of non-fouling
materials as a background for sensor surfaces has become an important focus
of SPR biosensor development. Oligo (ethylene glycol) (OEG) is one material
used to resist non-specific adsorptions of biomolecules. Mixed self-assembled
monolayers (SAMs) consisting of a non-fouling background and a binding
element have come to the forefront as a simple, yet effective means for ad-
dressing the issue of non-fouling sensor surfaces [49–52]. While these surfaces
make great strides in limiting the amount of non-specific adsorption of pro-
teins [53, 54], other surfaces resistant to bacteria and other extremely complex
matrices are still needed. Recently zwitterionic SAMs were reported to show
good non-fouling characteristics for both proteins and live bacteria [55].

The stability of the biorecognition elements immobilized on the sensor sur-
face is an important factor for use of SPR biosensors in field applications. In
general, long-term storage and exposure to environmental conditions could
decrease the functionality of the immobilized biorecognition element. In SPR
biosensors, protein biorecognition elements are mostly used. Storage char-
acteristics of protein arrays were studied by, e.g., Angenendt et al. [56]. He
showed that his protein arrays, consisting of five different antibodies, could
be stored for a period of 8 weeks. Proteins are known to be more stable in
a solution than anchored to a surface. Therefore, a novel method has been
introduced to reduce the amount of time that protein biorecognition elem-
ents must stay immobilized on the sensor surface. This method implements
site-directed immobilization of a protein–DNA conjugate to a surface that is
modified with a single strand DNA (ssDNA) [49, 51, 57]. In this work, the
protein conjugate consists of an antibody chemically linked to an ssDNA tar-
get that has a sequence complimentary to the one bound at the surface. The
antibody–DNA conjugate is immobilized on the surface via sequence-specific
hybridization. Using this methodology, DNA arrays that are more stable than
protein arrays can be prepared and stored. Antibodies can be immobilized
on such a sensor chip prior to detection from a solution. In addition to
maintaining the stability of immobilized proteins, this approach offers other
advantages. Sensors relying on DNA-directed immobilization of biorecogni-
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tion elements have shown as much as a 50-fold increase in sensitivity over
conventional protein sensors [49, 51]. Furthermore, dehybridization has been
shown to be an easy and effective means to recycle the DNA sensor surface.

7
Detection Format

In SPR biosensors for detection of chemical and biological analytes, detec-
tion formats need to be chosen depending on the size of target analyte and
whether detection or continuous monitoring is needed.

Detection of analytes can be performed using either direct detection
methods or indirect detection methods. In the case of direct detection
methods, an analyte or parts of an analyte are bound to the sensing surface
producing the sensor response. Direct detection methods include direct de-
tection of the analyte, sandwich assays, and competitive assays. In indirect
detection methods, the analyte induces a change in the state of a secondary
system component, which subsequently induces a sensor response. The most
commonly used indirect detection method is the inhibition assay.

In a sandwich assay, as seen in Fig. 5a, one antibody is immobilized on the
sensor surface. Analyte is then flowed over the sensor surface and captured
by the immobilized antibody. Following analyte capture, binding of a second
antibody (normally a polyclonal antibody) to the analyte at the sensor surface
is measured. This amplification has a twofold effect: improvement of lower
detection limits and verification of the bound analyte.

Competitive assays, as seen in Fig. 5b, are based on two analytes competing
for the same recognition site at the sensor surface. One of the analytes is free
and the other is typically conjugated to a larger protein, usually bovine serum
albumin or casein. The concentration of the conjugated analyte is fixed from
solution to solution. The two analytes are mixed in a solution and passed
across the sensing surface. The sensor response will be inversely proportional
to the concentration of analyte in the target solution.

In an inhibition assay, as seen in Fig. 5c, the analyzed sample is pre-
incubated with an antibody for the targeted analyte. Subsequently, the mix-
ture is injected in the SPR sensor with an analyte derivative immobilized on
the sensor surface and the binding of the unreacted antibody to the analyte
derivative is measured. As with the competitive assay, the sensor response is
inversely proportional to the concentration of target analyte in the incubation
solution.

Detection of medium-sized and large analytes (> 10 000 Da) is usually per-
formed directly [37, 58]. As direct binding of low molecular weight analytes
at the sensor surface does not usually produce sufficient refractive index
change, they are typically detected using a competition assay [39], sandwich
assay [40], or inhibition assay [38].
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Fig. 5 Cartoon representations of three different assays typically used in detecting an-
alytes with an SPR biosensor. a Sandwich assay involves the capturing of analyte by
a sensing element immobilized on the sensor surface. This is followed by the binding of
a secondary antibody for amplification. b In a competitive assay, native analyte and an-
alyte conjugated to a larger protein compete to bind to an immobilized sensing element
on the surface. c In an inhibition assay, analyte is incubated with a fixed concentration
of antibody. This incubation solution is then passed across a surface of immobilized an-
alyte. Free antibody binds to the sensor surface, creating an inverse relationship between
concentration of analyte in the sample and sensor response

SPR biosensors for rapid detection of chemical and biological ana-
lytes usually use direct or indirect assays in conjunction with high-affinity
biorecognition elements. For these elements, their interaction with an an-
alyte is, under normal conditions, irreversible. Regeneration of the sensor
surface for its repeated use can be performed by changing pH [59], using
detergents [45], or with enzymes [38, 60] by which analyte bound to the
biorecognition element is released leaving the sensor available for sub-
sequent measurements (Fig. 6). In SPR immunosensors, typically tens of
regeneration–detection cycles are possible without significant reduction of
activity of the biorecognition elements [59, 61, 62].
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Fig. 6 SPR biosensor for detection of 2-4 dichlorophenoxyacetic acid (2,4-D) relying on
inhibition assay and antibodies irreversibly interacting with the analyte; sensorgram ob-
tained for several detection and regeneration cycles [62]

Fig. 7 SPR biosensor for continuous monitoring of maltose using direct detection of
analyte and weak-affinity antibodies [47]

Additionally, SPR biosensor technology can be used for continuous moni-
toring of analytes. This performance can be achieved by using biorecognition
elements interacting reversibly with target analyte. This type of sensor was in-
vestigated by Ohlson [47], who demonstrated continuous monitoring of mal-
tose using weak-affinity antibodies and direct detection of analyte (Fig. 7).

8
Integration of SPR Biosensor System

Over the last few years, we have witnessed development of several portable
SPR sensor instruments aimed for field applications. Based on SPREETA SPR
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Fig. 8 Portable SPR sensor system developed at the Institute of Radio Engineering and
Electronics, Prague with SPR optical platform, fluidic unit, temperature stabilization, and
supporting electronic hardware

sensor (commercialized by Texas Instruments) two prototype portable sen-
sors with one and two channels were reported by Sessay et al. [19] and
Naimushin et al. [20], respectively. These portable devices encompassed SPR
optics, electronic hardware, and basic fluidic systems. Currently, based on
this platform Naimushin et al. developed a sensor system for detection of air-
borne analytes [2, 20]. This device was equipped with a sample preparation
unit for collecting of analyte from aerosols. Using an aerial vehicle it was ap-
plied for measuring the spatial distribution of a model analyte (ovalbumin
and horseradish peroxidase) dispersed in the atmosphere using a sandwich
assay. An eight-channel portable SPR biosensor system has been recently de-
veloped at the Institute of Radio Engineering and Electronics, Prague based
on a compact SPR optics bench, depicted in Fig. 4. This system (Fig. 8) in-
corporates a temperature-stabilized SPR optical platform, a fluidic unit, and
supporting electronics. The SPR optical platform takes advantage of a special
sensor chip cartridge that does not require optical matching and can be easily
plugged into the sensor.

9
Summary and Outlook

In the last decade, we have witnessed a concerted research and development
effort to bring SPR biosensor technology to the field and meet the need for
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the rapid detection and identification of chemical and biological substances
in important areas such as medical diagnostics, environmental monitoring,
food safety, and security. These applications present SPR sensor technology
with unique challenges in terms of complexity and diversity of sample ma-
trices (gaseous, liquid, and solid samples), type of deployment (mobile or
portable versus permanently installed sensor system), detection environment
(field, mobile laboratory, industrial plant, etc.), and mode of operation (rapid
detection versus continuous monitoring). To address these challenges, the
SPR sensor systems have to integrate multiple key functions such as sample
collection and preparation, sample delivery, capture of analyte from the sam-
ple by biomolecular recognition elements, and measurement of the amount of
captured analyte using the SPR method.

In recent years, first prototypes of SPR biosensor systems integrating these
elements have been reported and their application for detection of biologi-
cal analytes in the field have been demonstrated. Undoubtedly, advances in
the development of the key elements – sample preparation technology, mi-
crofluidics, biomolecular recognition elements, SPR optical platform – will
further stimulate this effort and eventually lead to in-field SPR sensor systems
becoming a commercial reality.
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1
Introduction

An increasing number of chemical and biological substances are released into
the environment every year as a result of industrial and agricultural activity.
Numerous substances have been identified as harmful and subjected to reg-
ulatory measures (e.g., polycyclic aromatic hydrocarbons, pesticides, heavy
metals, polychlorinated biphenyls, dioxins), risks to human and wildlife or-
ganisms of others are still being assessed (e.g., surfactants, pharmaceuticals,
and nanoparticles) [1–6]. Harmful substances can be discharged into various
environments including air, soil, and water through which they can interfere
with human and wildlife organisms as endocrine disrupters, carcinogens, or
(geno)toxicants. In order to protect public health and the local ecosystems
from the harmful effects of these compounds, efficient tools for their rapid
detection are urgently needed.
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Currently, detection of harmful contaminants is performed using estab-
lished analytical techniques, such as gas chromatography (GC), liquid chro-
matography (LC) and mass spectrometry (MS) (detection of small organic
pollutants [7, 8]), culturing and polymerase chain reaction (PCR) combined
with DNA arrays (detection of microbial pathogens [9]), and immunoassays
(detection of small organic pollutants and microbial pathogens [10, 11]).
However, these methods require sophisticated equipment and laborious sam-
ple preparation and are therefore performed by highly trained personnel in
specialized laboratories.

Chemical sensors and biosensors for environmental monitoring present an
interesting alternative to these conventional methods and offer numerous at-
tractive features such as ease of use, low cost, portability, and the ability to
perform detection in the field [12–16]. Optical biosensors based on surface
plasmon resonance (SPR) show potential for rapid and sensitive detection
of chemical and biological contaminants in the environment. SPR sensors
provide a generic platform which, in conjunction with appropriate biorecog-
nition elements, can be tailored for detection of numerous compounds related
to environmental protection [17–19].

This chapter reviews applications of SPR biosensors for detection of chem-
ical and biological contaminants that present environmental risks, including
organic chemicals, inorganic chemicals, microbial pathogens, and toxins.

2
Organic Contaminants

Organic contaminants that present a concern to environmental protection
include pesticides (used in agriculture), polycyclic aromatic hydrocarbons
(PAHs, a by-product of incomplete combustion), polychlorinated biphenyls
(PCBs, components of coolants and lubricants), phenols (used in the pro-
duction of plastics and pesticides), dioxins (unwanted by-products of many
industrial processes including incineration and chemical manufacturing of
phenols, PCBs, and herbicides) and alkyphenols (surfactants in agrochemi-
cals and household cleaning products).

2.1
Pesticides

In agriculture, several hundreds of different pesticides have been used world-
wide over the last few decades. Owing to their widespread applications and
persistence in the environment, pesticides are accumulating in media such as
soil and ground water. Many pesticides exhibit endocrine-disrupting activity,
which poses a threat to public health and local ecosystems, and are therefore
regulated. In the European Union, the maximum allowable concentrations in
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drinking water for individual pesticides and pesticides in total are 0.1 ng mL–1

and 0.5 ng mL–1, respectively [20]. In the United States, for drinking water the
US Environmental Protection Agency (EPA) sets the maximum allowed con-
centrations for the most common pesticides such as atrazine and simazine to
3 ng mL–1 and 4 ng mL–1, respectively [21].

As pesticides are rather small molecules (e.g., the molecular weight of
atrazine is 216 Da), their detection is usually performed using the inhibition
assay (see Chap. 7 in this volume [54]). In this type of sensor, the analyzed
sample is pre-incubated with an antibody for the targeted analyte. Subse-
quently, the mixture is injected into the SPR sensor with an analyte derivative
immobilized on the sensor surface, and the binding of the unreacted antibody
to the analyte derivative is measured. The presence of the targeted analyte
in the sample is detected as a decrease of antibody binding to the analyte
derivative. Figure 1 shows a typical sensorgram and calibration curve for an
inhibition assay-based SPR biosensor for detection of pesticides developed at
the Institute of Radio Engineering and Electronics, Prague.

The first SPR immunosensor for detection of pesticides was developed by
Minunni et al. [22] in the early 1990s. They used an SPR sensor developed by
Biacore AB, Sweden, with the atrazine derivative bound to dextran matrix on
the sensor chip. The detection of atrazine was performed using the inhibition
assay and monoclonal antibodies. The sensor response was subsequently am-
plified by secondary antibody, which was bound to the antibody captured by
the atrazine derivative (sandwich assay, see Chap. 7 in this volume [54]). This
biosensor was demonstrated to measure atrazine in distilled and tap water
within the range 0.05–1 ng mL–1 in 15 min and exhibited relatively low cross-
reactivity with simazine and tetrabutyl atrazine (20%). The sensor surface
was regenerated with 100 mM sodium hydroxide in 20% acetonitrile.

Mouvet et al. developed an integrated optical (IO) SPR sensor for
simazine [23]. A triazine derivative was immobilized on the sensor using the

Fig. 1 Inhibition assay for detection of atrazine: a SPR sensorgram obtained while flowing
over the sensor surface aqueous samples with atrazine at the concentrations 0, 0.1, 1, 10,
and 100 ng mL–1 incubated with antibody; b calibration curve of the sensor
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dextran chemistry. Using inhibition assay this system allowed detection of
simazine in the range 0.11–1.1 ng mL–1 within 20 min. The sensor surface
was shown to be regenerable allowing up to 200 detection cycles on a sin-
gle chip. The regeneration was performed by the sequential incubation in
pepsin (2 mg mL–1) and solution of 50% acetonitrile and 1% proprionic acid.
The sensor exhibited relatively high cross reactivity with atrazine and tetra-
butyl atrazine (approximately 60%). Detection in natural surface and ground
water samples without any sample preparation other than sample filtration
was demonstrated. Harris et al. [24] combined this sensor with two types of
antibody receptors (IgG and their Fab fragments) for detection of simazine;
calibration curves achieved for these two biorecognition elements are shown
in Fig. 2.

Another widely used pesticide, 2-4 dichlorophenoxyacetic acid (2,4-D),
was detected with an SPR immunosensor by Gobi et al. [25]. They used in-
hibition assay and a sensor chip on which the conjugate of BSA and 2,4-D
derivative was physisorbed. The detection was performed with monoclonal
antibodies in phosphate buffer saline (PBS) using a commercial SPR-20
instrument (from DKK-TOA, Japan). A detection range of 0.5 ng mL–1 to
1 µg mL–1 and a detection time of 20 min were achieved. Regeneration of the
sensor for up to 20 detection cycles was performed using pepsin (10 µg mL–1).

Nakamura et al. demonstrated direct detection of herbicides by using
a heavy-subunit-histidine-tagged photosynthesis reaction center (HHisRC)
from bacterium Rhodobacter sphaerodies [26] (Fig. 3). They used a Biacore X
instrument (from Biacore AB, Sweden) and a sensor chip with dextran matrix

Fig. 2 Calibration curve of integrated optical SPR immunosensor for detection of simazine
using inhibition assay and IgG antibodies and Fab fragments [24]
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Fig. 3 Sensorgrams obtained from direct atrazine SPR biosensor for atrazine binding
to the heavy-subunit-histidine-tagged photosynthesis reaction center (HHisRC) immobi-
lized on the sensor chip; atrazine concentrations 1–100 µg mL–1 [26]

into which HHisRC was immobilized by nickel chelation chemistry. Detection
of atrazine in buffer in the concentration range 1–100 µg mL–1 was demon-
strated. Detection time in the order of minutes was achieved.

Chegel et al. reported an SPR biosensor based on displacement of plas-
toquione from D1 protein interacting with photosynthesis-inhibiting pesti-
cides [27]. They used an SPR biosensor system with angular modulation of
SPR and D1 protein attached to the sensor chip via phisisorption on thiol self-
assembled monolayer. When exposed to atrazine, plastoquione was displaced
from D1 protein producing a change in the SPR signal. This sensor allowed
detection of atrazine within the concentration range 50–5000 ng mL–1.

Detection of atrazine based on specifically expressed mRNA in Sac-
charomyces cerevisiae bacteria exposed to atrazine was reported by Lim
et al. [28]. The cells were brought into contact with the analyzed sample, dis-
rupted, and the amount of expressed P450 mRNA was measured using an SPR
biosensor Biacore 2000 (Biacore AB, Sweden) with complementary oligonu-
cleotide probes. These probes were biotin-labeled and immobilized on the
sensor surface using streptavidin–biotin chemistry. Detection of atrazine in
the range 1 pg mL–1 to 1 µg mL–1 was reported. The analysis, including bacte-
ria incubation, disruption, and mRNA detection, was completed in 15 min.

2.2
Polycyclic Aromatic Hydrocarbons

Polycyclic aromatic hydrocarbons (PAH) are a group of over 100 differ-
ent chemicals that are formed during the incomplete combustion of coal,
oil, gas, garbage, or other organic substances and can be found in air, wa-
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Fig. 4 Sensorgram obtained for different concentrations of benzo(a)pyrene (BaP) and
2-hydroxybiphenyl (HBP) detected in buffer by inhibition assay. Channel 1 and channel 2
are modified with BSA–BaP and BSA–HBP conjugates, respectively [29]

ter, and sediments. PAHs are regulated due to their endocrine-disrupting
and carcinogenic activity (e.g., US EPA sets a maximum concentration for
benzo[a]pyrene in drinking water at 0.2 ng mL–1 [21]).

A SPR immunosensor for detection of benzo(a)pyrene (BaP) and 2-hydroxy-
biphenyl (HBP, metabolite of BaP) by an inhibition assay was reported by
Gobi et al. and Miura et al. [29–31]. They immobilized BaP and HBP con-
jugates of bovine serum albumin (BSA) by physical adsorption on the SPR
sensor chip, which was used in a two-channel SPR-20 sensor (DKK, Japan).
Using monoclonal antibodies against BaP and HBP, simultaneous detection
of BaP and HBP in buffer was demonstrated with a detection limit as low
as 0.01 ng mL–1 [29]. The detection was performed in 15 min and the sen-
sor was regenerated for repeated measurements by using pepsin and a pH
change. The sensor exhibited negligible cross-sensitivity between BaP and
HBP (Fig. 4).

2.3
Polychlorinated Biphenyls

Polychlorinated biphenyls (PCB) – currently banned compounds – were for-
merly used in hydraulic fluids, plasticizers, adhesives, fire retardants, and
pesticide extenders. These contaminants are persistent in the environment
and are present in sediments at the bottom of lakes, rivers, and seas. As they
exhibit carcinogenic and endocrine-disrupting activity, they are subject to
regulation. For instance, in the United States, the maximum allowed concen-
tration of PCBs in drinking water is 0.5 ng mL–1 [21].
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Shimomura et al. used a Biacore 2000 SPR sensor instrument (Biacore
AB, Sweden) for detection of PCB 3,3′,4,4′,5-pentachlorobiphenyl [32]. They
employed competition assay format and the sensor chip with polyclonal an-
tibodies immobilized in the dextran matrix. The sample was mixed with
a conjugate of PCB-horseradish peroxidase (HRP) and injected into the sen-
sor. The presence of the analyte was detected as a decrease in binding of
PCB–HRP conjugate. The detection was performed in 15 min with a detection
limit of 2.5 ng mL–1 in buffer. The sensor was demonstrated to be regenerable
by 0.1 M hydrochloric acid.

2.4
Phenolic Contaminants

Phenolic compounds relevant to environmental protection include bisphe-
nol A, nonylhenol, 2,4-dichlorophenol, phenol, hydroquinone, resorcinol,
phloroglucinol, and catechol.

Bisphenol A (BPA) is a compound which is currently not regulated, but
as it exhibits weak estrogenic properties it is a suspected endocrine dis-
rupter [33]. BPA is widely used as a plasticizer in plastics such as polycarbon-
ate and epoxy resins and thus it is a concern for water quality. Soh et al. de-
veloped an SPR immunosensor based on inhibition assay to detect BPA [34].
They used a SPR-20 sensor instrument (DKK, Japan) with the sensor chip
modified with thiol monolayer on which BPA was immobilized through BPA
succinimidyl ester. Using a monoclonal antibody, detection of BPA in buffer
at concentrations as low as 10 ng mL–1 was achieved. Detection time was ap-
proximately 30 min and the sensor was demonstrated to be regenerable using
0.01 M hydrochloric acid.

Large amounts of polyethoxylated alkyphenol detergents are released into
the environment, where they degrade forming more toxic and dangerous
compounds such as alkyphenols. Alkylphenols are not yet regulated, however,
for instance US EPA has recommended a maximum 1-h average concentra-
tion (acute criterion) and maximum 4-day average concentration (chronic
criterion) of 27.9 and 5.9 ng mL–1, respectively, for nonylphenol in fresh-
water [35]. Recently, Samsonova et al. reported an inhibition assay-based
SPR biosensor for detection of 4-nonylphenol [36]. They used a Biacore Q
device (from Biacore AB, Sweden) and a sensor chip with dextran ma-
trix on which 9-(p-hydroxyphenyl)nonanoic acid was immobilized using
amine coupling chemistry. Using monoclonal antibodies, a detection limit
of 2 ng mL–1 in buffer was achieved. The detection was performed in less
than 3 min including a 30-s regeneration step. The sensor was regenerated
by 100 mM sodium hydroxide in 10% acetonitrile. Furthermore, the sen-
sor was applied for detection of 4-nonyphenol in shellfish with a detec-
tion limit of 10 ng g–1 (Fig. 5) (time for sample preparation was approxi-
mately 1 h).
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Fig. 5 Calibration curve for SPR sensor-based detection of 4-nonylphenol in four different
shellfish samples by inhibition assay [36]

2,4-Dichlorophenol is the major dioxin precursor. Currently it is not regu-
lated, but it is listed among the drinking water contaminant candidates which
the US EPA intends to regulate in future [37]. Soh et al. developed an SPR
biosensor for detection of this compound based on a competition assay [38].
They used a SPR-20 sensor instrument (DKK, Japan) and the sensor chip
with monoclonal antibodies against 2,4-dichlorophenol immobilized on the
sensor surface via gold-binding peptide and protein G. The assay was based
on the competition between the binding of analyte present in a sample and
added conjugate of BSA–2,4-dichlorophenol. Detection of 2,4-dichlorophenol
in buffer with a detection limit of 20 ng mL–1 was demonstrated.

Write et al. explored direct detection of various phenolic compounds (phe-
nol, hydroquinone, resorcinol, phloroglucinol, and catechol) using an SPR
sensor with intensity modulation and synthetic receptors loaded in a polymer
or sol-gel layer [39]. Their preliminary experiments, consisting of the detec-
tion of phenols in buffer, suggested that detection of phenols at millimolar
concentration levels (∼ 100 µg mL–1) is feasible using this approach.

Detection of phenols based on toxicity measurement was carried out by
Chio et al. [40]. In their experiments, they used a Multiscope SPR sensor
(Optrel, Germany) and Escherichia coli cells immobilized on an SPR sensor
chip via synthetic cystein-terminated oligopeptides. When the immobilized
cells were exposed to phenol, a decrease in the SPR signal was observed due
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to the damage of the cells. Using this approach, phenol in buffer was detected
at concentrations down to 5 µg mL–1.

2.5
Dioxins

Dioxins are released in the environment in emissions from the incinera-
tion of municipal refuse and certain chemical wastes and in exhaust from
automobiles powered by leaded gasoline. Dioxins are highly persistent and
accumulate in the environment. They are highly toxic and exhibit endocrine-
disrupting activity. Therefore, they are regulated by authorities, e.g., in the
United States for the most toxic 2,3,7,8-TCDD the maximum allowed concen-
tration in drinking water is 10–4 ng mL–1 [21].

Shimomura et al. developed an SPR biosensor for detection of 2,3,7,8-
TCDD [32]. They used a Biacore 2000 instrument (Biacore AB, Sweden) and
competition assay with monoclonal antibodies against 2,3,7,8-TCDD. The an-
tibody was immobilized in the dextran matrix on the sensor chip by amine
coupling chemistry. The sample was mixed with a conjugate of 2,3,7,8-TCDD–
horseradish peroxidase (HRP) and injected into the sensor. The assay was
completed in 15 min. A detection limit of 0.1 ng mL–1 was achieved and the
sensor was shown to be regenerable using 0.1 M hydrochloric acid.

2.6
Trinitrotoluene

There is a demand for rapid detection of explosives, especially for environ-
mental restoration and humanitarian demining. Among these compounds,
trinitrotoluene (TNT) has attracted a great deal of attention as a main con-
stituent of most of antipersonnel landmines and due to its toxic, mutagenic,
and carcinogenic effects.

Strong et al. developed an SPR biosensor for detection of TNT [41]. They
used a SPREETA sensor (from Texas Instruments, USA) with disposable sen-
sor chip coated with BSA–trinitrobenzen conjugate. The detection of TNT
was performed by inhibition assay for TNT concentrations down to 1 µg g–1

for soil samples. The time needed for sample preparation (suspension fol-
lowed by centrifugation) and analysis of the liquid supernatant were approxi-
mately 10 and 6 min, respectively. The sensor was shown to be regenerable
using a solution with 0.1 M sodium chloride and 0.1% Triton X-100.

Sandakaran et al. reported another SPR immunosensor for TNT. For in-
hibition assay-based detection, BSA–2,4,6 trinitrophenol conjugate was an-
chored to the sensor surface by physical sorption. The detection was per-
formed using the sensor instrument SPR-670 (Nippon Laser and Electronics,
Japan). With polyclonal antibodies against BSA–TNP, a detection limit as
low as 0.09 ng mL–1 was achieved in buffer [42]. The sensor exhibited very
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low cross-sensitivity to other similar compounds such as 1,4-DNT, 1,3-DNB,
2A-4,6-DNT, and 4A-4,6-DNT. The sensor was demonstrated to be regenera-
ble and a single detection cycle was performed in 22 min. The regeneration
was performed by pepsin.

3
Inorganic Contaminants

Heavy metals belong to the group of harmful inorganic contaminants. They
are released in the environment from factories and coal-burning power plants
and do not naturally decompose in the environment [43]. Currently, they
are regulated and, for instance, in freshwater US EPA sets maximum al-
lowed concentrations for heavy metals such as cadmium (chronic criterion
0.15 ng mL–1 [44]), copper (chronic criterion 9 ng mL–1 [45]), nickel (chronic
criterion 52 ng mL–1 [46]) and zinc (chronic criterion 120 ng mL–1 [47]).

Detection of heavy metals was demonstrated by Wu et al. who used a Bi-
acore X instrument (Biacore AB, Sweden) with rabbit metallothinein coupled
to dextran matrix on the sensor chip [48]. Metallothinein is a protein that can
be found in the cells of many organisms and is known to bind to metals (espe-
cially cadmium and zinc). Model experiments in which metallothein was used
as a receptor demonstrated the potential of this sensor to directly detect Cd,
Zn, and Ni in buffer at concentrations down to 0.1 µg mL–1.

Another approach to direct detection of Cu2+ ions was reported by Ock
et al. [49]. They used a sensor based on attenuated total reflection and an-
gular modulation of SPR with squarylium dye (SQ) loaded in a thin polymer
layer as a recognition element. This dye changes its absorption when it in-

Fig. 6 Calibration curve of direct Cu2+ SPR sensor with an SQ dye loaded in a polymer
layer deposited on the surface [49]
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teracts with Cu2+ ions. Owing to anomalous dispersion accompanying this
absorption, enhanced refractive index changes can be observed when SQ dye
is exposed to Cu2+ ions. By tuning the operating wavelength of the SPR sen-
sor to the absorption wavelength of the dye, selective detection of Cu2+ in the
concentration range 1×10–12–1×10–4 M (0.063 pg mL–1 to 6.3 µg mL–1) was
demonstrated (Fig. 6).

4
Microbial Pathogens and Toxins

Besides anthropogenic contaminants, other harmful compounds such as
bacterial pathogens and toxins can also be found in the environment. For
instance, bacterial pathogens including Legionella pneumophila, Salmonella
typhimurium, Yersenia enterocolitica and Escherichia coli O157:H7 are
known to be able to outbreak via potable water systems, cooling towers,
or heat exchanger systems. These bacteria cause significant threat to pop-
ulations as they can cause various illnesses such as Legionnaire’s disease
(Legionella pneumophila), gastroenteritis (Salmonella typhimurium) and di-
arrhea (Yersinia enterocolitica, Escherichia coli O157:H7). In addition, various
toxins can be released into the environment from natural sources such as al-
gae. Among these, domoic acid (DA, a low molecular weight toxin produced
by the marine diatom Pseudonitzshia pungens) is identified as posing a risk
to human populations as it can accumulate in edible shellfish and exhibits
neurotoxic effects.

Recently, Oh et al. have developed an SPR immunosensor capable of
simultaneous detection of Legionella pneumophila, Salmonella typhimurium,
Yersinia enterocolitica and Escherichia coli O157:H7 [50, 51]. Monoclonal
antibodies against these bacteria were immobilized in individual sensing
channels of the sensor chip of a Multiscope SPR sensor (Optrel, Germany) via
protein G. For bacteria in buffer, the detection limit of 105 cfu mL–1 and good
specificity were achieved. No special treatment of bacteria was performed.

Lotierzo et al. developed a photografted molecular imprinted polymer-
based SPR sensor for detection of domoic acid [52]. They used a Biacore
3000 sensor instrument (Biacore AB, Sweden) and the competition assay. The
conjugate of horseradish peroxidase and DA was added into analyzed sam-
ple and the competition of binding of DA and the conjugate to the sensor
chip was measured. As follows from the calibration curve (Fig. 7), a detection
limit as low as 5 ng mL–1 was achieved. Recently, Yu et al. detected DA using
a two-channel sensor based on attenuated total reflection and wavelength
modulation of SPR [53]. DA was immobilized on the sensor chip by thiol
chemistry, and inhibition assay involving monoclonal antibodies was em-
ployed. Detection of DA at concentrations as low as 0.1 ng mL–1 was achieved.
The sensor was regenerated for up to 20 detection cycles using 50 mM hy-
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Fig. 7 Calibration curve of SPR sensor with photografted molecular imprinted polymer
and competition assay [52]

droxide solution and demonstrated an ability to maintain its activity even
after two months of storage.

5
Summary and Outlook

In recent years, we have witnessed an increasing research and development
activity aiming at introducing SPR biosensor technology to environmental
monitoring. Numerous substances of environmental concern have been tar-
geted and SPR biosensors for their rapid detection at practically relevant
concentrations have been demonstrated (Table 1). However, most of the re-
ported biosensors for environmental contaminants have taken advantage of
commercially available laboratory SPR sensor instruments not suitable for the
use in the field and dealt with rather pure samples (Table 1). In the future,
we expect that advances in the development of mobile SPR sensor platforms,
immobilization methods, and biorecognition elements will enable rapid de-
tection and continuous monitoring of environmental contaminants in the
field and thus substantially contribute to the protection of local ecosystems
and public health.
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1
Introduction

Detection of foodborne diseases and food contaminants is an important ap-
plication for biosensor technology development. More than 200 known dis-
eases are transmitted through food. In the United States alone, foodborne
diseases cause an estimated 76 million illnesses and 325 000 hospitalizations
a year [1]. Foodborne transmission accounts for approximately 36% of the
total number of reported foodborne illnesses. The majority of illnesses at-
tributed to foodborne transmission are caused by viruses (67%). Bacteria
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(30%) and parasites (3%) account for the remaining cases. Known foodborne
pathogens account for an estimated 14 million illnesses, 60 000 hospitaliza-
tions, and 1800 deaths a year in the United States. Almost 90% of these deaths
can be attributed to five pathogens: Salmonella, Listeria, Toxoplasma, Campy-
lobacter, and Escherichia coli O157:H7.

The ability to identify contaminated food samples is of great importance
to the food processing industry as well as to regulatory agencies. There
is a need for accurate techniques to rapidly detect the presence of food-
borne pathogens. Conventional techniques for analyzing food for the pres-
ence of pathogens include culturing methods [2], polymerase chain reaction
(PCR) [3], flow cytometry [4], and enzyme-linked immunosorbent assay
(ELISA) [5]. Problems faced by these conventional techniques include the
need for highly specialized laboratory equipment and training, as well as la-
borious pretreatment of samples. Thus, portable, simple-to-use techniques
are more suited for use in the food industry. Surface plasmon resonance
(SPR) is one such technique that is being applied to the food industry. Biosen-
sors based on the SPR phenomenon offer significant advantages over other
commonly used sensing technologies. SPR biosensors are capable of per-
forming real-time detections, making on-line monitoring of food processing
possible. In addition to real-time detections, SPR biosensors are also able to
produce quantitative and sensitive detections in less than an hour. These real-
time, quantitative detections are done without the necessity of labeled (e.g.
fluorescence) compounds.

To establish SPR biosensors as a practical technology in the food safety
industry, an economically viable and easy-to-use approach is needed for de-
tecting analytes in food samples. To achieve this goal, sensors must be robust,
requiring little-to-no maintenance. For food pathogens, low limits of detec-
tions vary based on the infective dose of the pathogen being detected. This
can range from ten cells for E. coli O157:H7 [6] to 1.1 ng/kg body weight in
the case of Botulinum toxins [7]. The specificity of the sensing platform is also
extremely important. False positive alarms and false negatives must be kept
to a minimum. A recent call for proposals from the United States Department
of Homeland Security required a false positive rate of ≤ 1 in 1 000 000 [8]. All
of these requirements must be carried out on analytes residing in real-world
samples, such as ground beef, apple juice, etc.

In this review, foodborne pathogens will be divided and discussed on a ba-
sis of the size of the analyte being detected. This division separates pathogens
into categories posing different challenges for detection: bacteria, proteins,
and low molecular weight compounds. For bacteria, which are on the order of
a micron in size, the biggest hindrance for sensitive detections is the slow rate
of diffusion to the sensing surface. Pathogenic proteins are probably the best
suited of the three classes of analytes for detection with SPR biosensors. They
typically range in molecular weight from 5 kDa to 150 kDa, giving them both
a high rate of diffusion to the sensing surface and enough mass to produce
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a measurable signal at higher concentrations. The detection of low molecular
weight compounds produces a different set of challenges to overcome. While
the diffusion rate of these small molecules to the sensing surface is extremely
high, the mass of the analyte is not sufficiently large to produce a measurable
response. Other means beyond directly detecting the analyte must, therefore,
be used.

The majority of this review focuses on substances the Center for Food
Safety and Nutrition (CFSAN), a part of the United States Food and Drug
Administration (USFDA), deems as highest risk. While viruses account for
the largest percentage of foodborne illness occurrences, little research has
been done to detect them. This is largely due to a higher fatality rate asso-
ciated with bacteria than with viruses, making bacteria an area of greater
concern for detection. Typical methods for detecting viruses involve PCR or
reverse transcription-PCR techniques [9]. Another area of concern for the
food industry is the presence of additives in fruits, vegetables, and meat prod-
ucts. These additives include pesticides or herbicides (e.g., atrazine [10] or
simazine [11]), veterinary medicines (e.g., sulfonamides [12–14]), and an-
tibiotics (e.g., hygromycin [15], streptomycin [16], or penicillin [17]). While
the presence of these additives is a concern for consumers, the presence
of pathogenic bacteria, proteins, and low molecular weight compounds is
a higher priority for research and development.

2
Bacteria

Bacteria are, perhaps, the most commonly detected category of foodborne
pathogens. Due to their exceptionally large size, and thus extremely low rate
of diffusion, detection of live bacteria is extremely problematic. To overcome
this limitation, various treatment methods of bacteria are employed. Heat-
killing induces morphological changes in the exterior of the bacteria, which
could improve detection limits. Alternatively, using ethanol or a detergent
to lyse the cells creates smaller fragments that can be detected more read-
ily by decreasing the size of detectable analyte and, thus, increasing the rate
of diffusion of the analyte to the sensing surface. Detections of bacteria are
separated by species, beginning with the most commonly detected types.

2.1
Escherichia Coli O157:H7

E. coli is a bacterium which typically inhabits the intestines of all animals.
While the majority of E. coli strains are benign, there are several strains of
E. coli that are capable of causing human illness. E. coli O157:H7 is one such
strain. E. coli O157:H7 produces verotoxins that can cause severe damage to
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the lining of the intestine. Undercooked or raw ground beef has been im-
plicated in many of the cases of human illness. The infective dose of E. coli
O157:H7 may be as low as ten cells. Diagnosis of an infection is typically done
by isolating toxins from E. coli O157:H7 or by isolating the bacterium itself
from human stool samples. Confirmation is obtained by isolating the same
serotype from the incriminated food sample [6].

Direct detections of E. coli have been demonstrated since 1998, when
Fratamico et al. demonstrated the detection of viable E. coli O157:H7 using
a Biacore system [18]. They compared two sensing platforms, both based on
attachment via N-ethyl-N′-(dimethylaminopropyl)carbodiimide hydrochlo-
ride (EDC) and N-hydroxy-succinimide (NHS) chemistry. Monoclonal or
polyclonal antibody was bound directly to the sensing surface or was immo-
bilized on a bound layer of protein A or protein G. Using a sandwich assay,
as seen in Fig. 1, a lower limit of detection of 5–7×107 cfu/mL was demon-
strated.

Following this first published study on SPR detection of E. coli O157:H7,
other direct detection studies have been performed. In 2002, Oh et al. used
a Multiskop SPR biosensor to detect E. coli O157:H7 at concentrations as low
as 104 cells/mL [19]. This was done using a monoclonal antibody (Mab) im-
mobilized on a protein G surface, similar to the study by Fratamico [18].
In 2003, Oh et al. used the same sensing system as in their previous study,
but altered their sensing surface to be an optimized mixed self-assembled
monolayer (SAM). This lowered the detection limit of E. coli O157:H7 to

Fig. 1 Overlay plots of sensorgrams showing the interaction of Mab 8-9H (ligand) with
E. coli O157:H7 (1), S. typhimurium (2) and Y. entercolitica (3) followed by injection of
polyclonal antibody at 50 µg/mL. The bacteria were injected at about 5×109 cfu/mL [18]
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102 cells/mL using the same sensing system [20]. In both studies, no treat-
ment method or amplification protocol was reported. In 2005, Taylor et al.
studied various treatment methods and their effect on the detection of E. coli
O157:H7 with a custom-built sensor [21]. In this study, a Mab was immobi-
lized on the sensing surface via EDC/NHS chemistry, and a sandwich assay
with a polyclonal antibody was used for detection. Untreated bacteria were
detected at a level comparable to the study by Fratamico, 107 cfu/mL. Bacteria
treated by heat-killing and subsequent soaking in 70% ethanol showed a de-
tectable limit 105 cfu/mL. Lysing bacteria with detergent further improved
the detection limit to 104 cfu/mL. A summary of detections can be seen
in Fig. 2. Taylor et al. also investigated non-specific interactions of bacteria
with the sensing surface. Three non-specific, detergent-lysed bacteria, E. coli
K12, Salmonella choleraesuis, and Listeria monocytogenes, showed no non-

Fig. 2 Resonant wavelength shift versus concentration of bacteria for the detection of
E. coli O157:H7 comparing untreated, heat-killed then ethanol soaked, and detergent-
lysed samples by a direct detection and b amplification of direct detection by the sub-
sequent exposure to a MAb reactive with E. coli O157:H7 (sandwich assay) [21]



212 J. Ladd et al.

specific adsorption to the sensing surface at concentrations of 106 cfu/mL,
108 cfu/mL, and 107 cfu/mL, respectively.

Indirect detections of E. coli have also been frequently performed. In 1999,
Fratamico et al. used an inhibition assay to detect E. coli O157:H7 [22].
Polyclonal antibodies to E. coli were incubated with viable E. coli. Bacteria
were centrifuged out, and the supernatant containing unbound antibody was
flowed across the sensing surface. An anti-Fab antibody immobilized to the
sensor surface was used to capture the free antibody. Limits of detection using
the inhibition assay were between 106 cfu/mL and 107 cfu/mL. Also in 1999,
Kai et al. demonstrated the use of an SPR sensor to detect PCR products
of the Escherichia coli O157:H7 genome [23]. A biotinylated probe DNA se-
quence was immobilized on a streptavidin-coated surface. To this, a double
stranded target DNA was bound. The target DNA had a probe site located
in the 3′-terminus that was single stranded. Detection limits of bacteria were
not reported. In 2000, Kai et al. demonstrated detection of E. coli O157:H7
in stool samples using PCR [24]. A biotinylated PNA was immobilized on
a streptavidin-coated surface and used as the probe strand. E. coli O157:H7
was detectable at 102 cfu/0.1 g of stool sample. Spangler et al. detected E. coli
heat-labile enterotoxin in 2001 [25]. In this study, ganglioside GM1 was im-
mobilized directly on a gold surface. Direct detections of the enterotoxin were
demonstrated for concentrations from 70 nM to 600 nM.

2.2
Salmonella spp.

Salmonella spp. is an infectious bacterium typically found in raw meats, poul-
try, and seafood, as well as eggs, milk, and dairy products. The infective dose
of Salmonella spp. can be as few as 15–20 cells, depending on the size and
health of the individual. Diagnosis of an infection is typically done by isolat-
ing the bacteria from stool samples [6].

In 2001, Koubová et al. demonstrated detection of Salmonella enteritidis
using a custom-built SPR system [26]. A double layer of antibodies was
physisorbed onto a bare gold surface and crosslinked with gluteraldehyde.
Using this sensing surface, direct detections of heat-killed, ethanol soaked
S. enteritidis as low as 106 cells/mL were demonstrated. Bokken et al. detected
Salmonella strains from group A, B, D, and E, according to Kauffmann–White
typing, using a Biacore system in 2003 [27]. Antibodies were immobilized
on the dextran chip surface using EDC/NHS chemistry. Detections of heat-
killed Salmonella serotypes were run in mixtures of non-Salmonella bacteria
using a sandwich assay. Salmonella at concentrations of 1.7×105 cfu/mL and
higher were detectable in mixtures containing 108 cfu/mL non-Salmonella
bacteria. Oh et al. showed detections of Salmonella typhimurium in 2004 [28]
using a surface based on the same protein G construct used in their work with
E. coli O157:H7 [19]. Mabs to S. typhimurium were immobilized on the pro-
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tein G surface. Detections from 102 cfu/mL up to 109 cfu/mL were shown.
Detections of Salmonella paratyphi were also demonstrated by Oh et al. in
2004 [29]. A self-assembled monolayer of a thiol-substituted protein G was
made. Mab was then adsorbed on the surface and used for detection. Detec-
tion of S. paratyphi was shown down to concentrations of 102 cfu/mL. In both
studies by Oh et al. no amplification method was discussed, and no discussion
of treatment methods for the bacteria was given.

2.3
Listeria Monocytogenes

Listeria monocytogenes has been isolated from raw fish, cooked crab, raw
and cooked shrimp, raw lobster, surimi, and smoked fish. While the infec-
tive dose of L. monocytogenes is unknown, it is believed to be as low as
fewer than 1000 organisms. Current techniques for the diagnosis of listerio-
sis involve culturing the organism from blood or cerebrospinal fluid [6]. In
conjunction with their study of S. enteritidis in 2001, Koubová et al. also
demonstrated detection of L. monocytogenes [26]. With the same sensing sur-
face chemistry, a double layer of physisorbed antibodies, direct detections
were demonstrated from 107 cells/mL to 109 cells/mL. The Listeria bacteria
were heat killed for this study.

In 2004, Leonard et al. used an inhibition assay to detect the presence of
whole cell L. monocytogenes in solution [30]. A commercial goat anti-rabbit
polyclonal antibody was immobilized using EDC/NHS chemistry on a dex-
tran surface. Solutions of known concentrations of L. monocytogenes were
incubated with rabbit anti-Listeria antibodies. Cells and bound antibodies
were then centrifuged out of solution and the unbound antibodies remaining
in solution were detected by the sensing surface. Using this method, detec-
tions of 105 cells/mL were demonstrated.

2.4
Campylobacter Jejuni

Campylobacter jejuni is thought to be the leading cause of bacterial diarrheal
illness in the United States. While not carried by healthy individuals in the
United States or Europe, C. jejuni has been isolated from healthy cattle and
chickens, as well as non-chlorinated water sources. The infective dose is con-
sidered small, with studies suggesting that as few as 400–500 bacteria may
cause illness. Typical diagnosis of campylobacteriosis is done by isolation
from human stool samples [6].

Taylor et al. recently demonstrated detections of C. jejuni [31]. These
detections were done in conjunction with a study demonstrating simultan-
eous detection of multiple bacteria, described later in this review. Detection
was done using a sandwich assay and antibodies immobilized via biotin–
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streptavidin interactions. Detections for heat-killed C. jejuni were shown for
buffer solutions containing only C. jejuni, as well as a mixture of C. jejuni and
other non-specific bacteria. Limits of detection in both cases were established
at concentrations of 5×104 cfu/mL. Detections were also performed in the
applicable real-world complex matrix, apple juice. Detections at the native pH
of apple juice, pH 3.7, as well as detections in apple juice at physiological pH,
7.4, were performed. Detection limits for both cases were comparable to those
demonstrated in buffer.

2.5
Clostridium Perfringens

Clostridium perfringens is found in soil, sediments, and areas subject to
human or animal fecal pollution. Perfringens food poisoning is caused by
ingestion of large numbers of toxin-producing C. perfringens bacteria. The
infective dose is greater than 108 vegetative cells. Diagnosis of perfringens
poisoning is confirmed by detecting the toxin in the feces of patients [6].

Hsieh et al. detected the β-toxin produced by C. perfringens in 1998 [32].
Mabs were immobilized on a dextran surface using EDC/NHS chemistry.
Detections showed a working range from 1/1.02 to 1/220 dilutions. While
amplification was tested with a sandwich assay, it does not appear it was used
in production of the detection curve.

2.6
Yersinia Enterocolitica

Yersinia enterocolitica has been isolated in ponds, lakes, meats, ice cream,
and milk. Typical symptoms of yersiniosis include gastroenteritis, diarrhea,
fever, and abdominal pain. While the infective dose is unknown, diagnosis
of yersiniosis is done by isolating the organism from the human host’s feces,
blood, or vomit [6].

In 2005, Oh et al. performed detections of Y. Enterocolitica [33]. A Mab
immobilized on a protein G surface similar to their study of E. coli O157:H7
in 2001 and S. typhimurium in 2003 was used. Detections from 102 cfu/mL
to 107 cfu/mL were observed. As with previous studies from this group, no
amplification or treatment of the bacteria was reported.

2.7
Multiple Bacteria Detections

Most of the work that has been done with bacteria over the past several years
has focused on improving the detection limits of the SPR sensors. This is an
important focus of research, as most of the infective doses of foodborne bac-
teria are still below or very near the current lower detection thresholds of the
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most sensitive instruments. Another focus of the sensor technology has been
to expand from detection of only one type of bacteria to the detection of mul-
tiple bacteria. Few studies have been done showing a multichannel capacity
for foodborne pathogens.

In 2005 Oh et al. published a study showing detections of individual bac-
teria on a multichannel SPR sensor [34]. Using a protein G-immobilized
surface, Mabs to four individual bacteria (E. coli O157:H7, S. typhimurium,
Listeria pheumophila, Y. enterocolitica) were immobilized into individual
sensing channels. Each of the four bacteria was then flowed in succession
across each of the sensing channels. Sensor responses were only performed
for 105 cfu/mL of each of the bacteria. Responses showed good specificity
within the sensing channel, as seen in Fig. 3. No amplification or treatment of
the bacteria was reported.

Taylor et al. demonstrated the simultaneous detection of four different
bacteria, E. coli O157:H7, C. jejuni, S. typhimurium and L. monocytogenes,
in buffer and apple juice on a custom-built SPR system [31]. All bacteria
were heat-killed and ultrasonicated prior to detection. Detections were per-
formed on individual bacteria, as well as in mixtures of all four bacteria.
Simultaneous detection of individual bacteria in the mixtures showed good
agreement with detections of individual bacteria in buffer. Detections of in-
dividual bacteria and mixtures were also performed in apple juice at both

Fig. 3 The response of four individually functionalized spots of Mab against four
pathogens flowed in succession at concentrations of 105 cfu/mL. a Mab against E. coli
O157:H7; b Mab against S. typhimurium spot; c Mab against L. pheumophila spot; and
d Mab against Y. entercolitica spot. The bar graph indicates the SPR angle shift, while the
circles represent the ratios of SPR angle shift



216 J. Ladd et al.

a native pH of 3.7, as well as apple juice adjusted to a physiological pH of 7.4.
Adjusting the pH altered the sensor response, but did not affect the attainable
lower detection limits. Limits of detection for all four cases were established
at 104 cfu/mL, 5×104 cfu/mL, 5×104 cfu/mL, and 104 cfu/mL for E. coli
O157:H7, C. jejuni, S. typhimurium, and L. monocytogenes, respectively.

3
Proteins

Toxic foodborne proteins are typically secreted from infectious bacteria.
These proteins are typically toxic in extremely low doses. Because of the mo-
lecular weight of the proteins (ranging from 5 kDa to 150 kDa), diffusion to
the surface is not problematic. Their mass allows for sensor responses from
direct binding at higher concentrations. For lower analyte concentrations,
a sandwich assay is typically used to improve the lower detection limits for
various analytes.

3.1
Staphylococcal Enterotoxins

Staphylococcal enterotoxins (SEs) are the most widely studied of the toxic
foodborne proteins. Although these toxins are produced by various strains
of Staphylococcus, evidence has shown they are primarily produced by the
Staphylococcus aureus strain. Currently there are nine enterotoxins (A, B, C,
D, E, G, H, I, J) that have been identified in a wide variety of food products:
meat, poultry and egg products, milk and dairy products, as well as bakery
products [35]. The infective dose of toxins is estimated to be 0.1 µg/kg body
mass [36]. Detection of the presence of SEs is typically done through isolation
in the suspected food source [6].

Nedelkov et al. demonstrated the detection of staphylococcal enterotoxin B
(SEB) in 2000 [37]. Antibodies to SEB were immobilized on the sensing
surface using EDC/NHS chemistry. This study demonstrated direct detec-
tion of concentrations ranging from 1 ng/mL to 100 ng/mL. Detections from
1 ng/mL to 100 ng/mL were also demonstrated in a milk matrix, as well as
in a mushroom extract solution. In 2002, Homola et al. demonstrated im-
proved detection limits of SEB [38] (see Fig. 4). Using antibody immobilized
via EDC/NHS chemistry, detections ranging from 0.5 ng/mL to 50 ng/mL
were demonstrated. Detections were performed directly and using amplifi-
cation with a secondary antibody. Detections for concentrations as low as
0.5 ng/mL were also demonstrated in milk using amplification.

In 2002, Naimushin et al. detected SEB using a custom-built SPR sen-
sor [39]. Instead of using EDC/NHS chemistry between antibody and a SAM,
EDC/NHS chemistry was used to link the antibody to a gold-binding pep-
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Fig. 4 Equilibrium surface plasmon resonance sensor response to staphylococcal entero-
toxin B (SEB) in a solution of BSA in phosphate buffered saline (BSA-PBS). Reference-
compensated equilibrium sensor response to different concentrations of SEB in BSA-PBS
solution for direct and sandwich detection modes (a-SEB concentration 3 µg/mL in BSA-
PBS) [38]

tide immobilized on the gold surface. Direct detection of SEB was observed
for concentrations ranging from 0.2 nM (∼ 5.7 ng/mL) to 75 nM (2.1 µg/mL)
in buffer and as low as 0.5 nM (11.4 ng/mL) and 1 nM (22.8 ng/mL) in urine
and seawater, respectively. Using a one-step amplification, concentrations of
50 pM (1.4 ng/mL) and 20 pM (0.6 ng/mL) were detected in seawater and
buffer, respectively. Using two amplification steps, concentrations of 100 fM
(2.8 pg/mL) were demonstrated in buffer. Also in 2002, Slavík et al. per-
formed a study using a fiber optic sensor for detection of SEB [40]. A double
layer of antibodies was physisorbed onto a tantalum pentoxide surface and
cross-linked with gluteraldehyde. Direct detections with this sensor were
demonstrated for concentrations between 10 ng/mL and 100 ng/mL. No am-
plification was used.

In 2003, Nedelkov and Nelson demonstrated the ability to recycle their
sensing surface, making multiple detections on the same chip possible [41].
Detections at 1 ng/mL done with three recycle steps between the detections
showed a good correlation. Detections in mushroom extract were performed
and showed similar limits to the previous study in 2000. Medina also detected
SEB using a sandwich assay in 2003 [42]. SEB antibody was immobilized on
the sensing surface. Detection limits of 2.5 ng/mL were demonstrated in both
buffer and ham tissue extract. Naimushin et al. studied the effect of tem-
perature on the detection of SEB in lake water in 2003 [43]. Using the same
sensing platform as their 2002 study, direct detections of 2 nM (45.6 ng/mL)
were demonstrated. A temperature effect on the initial binding rate of SEB
during detections was also shown. A maximum rate was seen at ∼ 45 ◦C for
their system.
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Medina used an inhibition assay to detect SEB in 2005 [44]. SEB was im-
mobilized on the sensing surface. Known concentrations of SEB were then
incubated with anti-SEB antibodies, and the incubation solution was passed
across the sensing surface. Detections in buffer were seen for concentrations
ranging from 0.78 ng/mL to 50 ng/mL. In whole and skim milk, detections
were demonstrated for 0.312 ng/mL to 25 ng/mL.

3.2
Botulinum Neurotoxins

Botulinum neurotoxins (BoNTs) are perhaps the most lethal toxins known.
BoNTs are a set of seven serotypes (A, B, C, D, E, F and G) that are produced
almost exclusively by the bacteria Clostridium botulinum. Serotypes C and D
are found in birds and non-human mammals. Types A, B, E and F have been
implicated in human cases of botulism. LD50 values for BoNTs range from 1.1
to 2.5 ng/kg body weight [7]. BoNTs have been associated with a variety of
foods, including honey, chili, and hash browns. Isolation of toxins from the
suspected food is the current means of diagnosis.

Ladd et al. have recently demonstrated the simultaneous detection of three
serotypes of BoNT using a custom-built SPR sensor (submitted for publi-
cation). Detections of serotypes A, B, and F were done using a sandwich
assay with polyclonal antibodies immobilized via biotin–streptavidin interac-
tions. The lowest concentrations detected for serotypes A, B, and F in buffer
were 1 ng/mL, 1 ng/mL, and 0.5 ng/mL, respectively. Detections performed
in a 20% honey solution showed good agreement with detections performed
in buffer.

4
Low Molecular Weight Compounds

Small molecules pose a far different set of challenges for an SPR sensor than
bacteria. While the diffusion rate of the small analytes is quite large, their low
molecular weight does not cause a significant increase in the local refractive
index near the sensing surface. Because of this problem, various strategies
have been developed, the most common of which is the use of an inhibition
or competitive assay.

4.1
Domoic Acid

Domoic acid (DA) is a neuroexcitatory toxin typically produced by planktonic
algae. Shellfish, especially mussels, become contaminated with DA upon eat-
ing the toxin-containing algae. Ingestion of contaminated shellfish by humans
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Fig. 5 a SPR sensorgrams of different concentrations of DA incubated with 1.25 mg/mL
anti-DA antibodies in solution measured on a chip, which was stored for 1 week and re-
generated using a 50 mM NaOH solution after each measurement. b Comparison of the
detection curves measured on freshly prepared chips and on the stored and regenerated
chip [46]

can cause an intoxication syndrome known as amnesic shellfish poisoning
(ASP). Symptoms of ASP include vomiting and cramps, as well as seizures and
temporary or permanent memory loss [6].

In 2004, Lotierzo et al. demonstrated the use of a Biacore 3000 sys-
tem for the detection of domoic acid [45]. Their sensor platform con-
sisted of a molecularly imprinted polymer film synthesized by direct pho-
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tografting. Using a competitive assay, detections from 2 ng/mL to 3.3 µg/mL
were demonstrated. The surface was regenerated after each detection and
showed good stability through 30 regenerations. Yu et al. also demonstrated
the detection of domoic acid using a custom-built SPR sensor in 2005.
DA was immobilized on a mixed SAM of oligo (ethylene glycol) (OEG)-
containing alkanethiols using EDC/NHS chemistry [46] (see Fig. 5). The
mixed SAM was tailored to improve the nonfouling properties of the sensor
chip. Using an inhibition assay, DA was detected in a range from 0.1 ng/mL
to 1000 ng/mL. Detection responses following regeneration of the chip sur-
face showed good agreement with detections done on a freshly mounted
chip surface.

4.2
Mycotoxins

Mycotoxins are low molecular weight metabolites produced by mold genera.
Production of these toxins is commonly associated with the bacterial species
Aspergillus, Penicillium, and Fusarium. Mycotoxins cause adverse health ef-
fects ranging from nausea and vertigo to carcinogenic and genotoxic ef-
fects [6]. Three of the most commonly occurring mycotoxins are fumonisins,
deoxynivalenol, and aflatoxins.

4.2.1
Fumonisins

Fumonisin B1 (FB1) is the most prevalent fumonisin in contaminated food
and is believed to be the most toxic to afflicted animals. Though a variety of
adverse effects have been observed in livestock, there is currently no direct
evidence of the effects of fumonisins on humans. Some inconclusive observa-
tions show that fumonisins could be carcinogenic. Fumonisins are associated
mainly with corn products [6].

In 1998, Mullett et al. used a custom-built SPR biosensor to detect FB1 [47].
Antibody was physisorbed to the bare gold sensing surface. FB1 was detected
directly at concentrations ranging from 50 ng/mL to 100 µg/mL.

4.2.2
Deoxynivalenol

Deoxynivalenol is found most commonly on grains such as rye, rice, wheat,
and corn. A proposed tolerable daily intake was defined at 0.5 µg/kg body
weight, which corresponds to concentrations of 100–500 µg/kg in wheat.

Tüdös et al. demonstrated the use of a Biacore-Q system for the detection
of deoxynivalenol in wheat samples using an inhibition assay [48]. Deoxyni-
valenol was conjugated to casein and immobilized on a CM5 chip using
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EDC/NHS chemistry. Detections at concentrations ranging from 0.05 ng/mL
to 1000 ng/mL were demonstrated in buffer. Natural contaminations in wet
and dry samples of wheat were also tested and found to produce results
similar to those obtained using other techniques. The effect of antibody-
sample incubation time was also studied. Choi et al. demonstrated the use of
single-chain variable fragment antibodies for the detection of deoxynivalenol
in 2004 [49]. A deoxynivalenol–hemiglutarate–horseradish peroxidase conju-
gate was immobilized on a CM5 chip using amine coupling. scFvs were then
flowed across the sensor surface. While no detection limits were established,
affinity constants were obtained.

4.2.3
Aflatoxins

Aflatoxins are a group of highly toxic and carcinogenic compounds produced
by certain strains of Aspergillus flavus and Aspergillus parasiticus. Contam-
ination occurs most frequently in tree nuts, peanuts, and other oilseeds,
including corn. The most toxic and most predominant of these toxins is afla-
toxin B1. LD50 values for aflatoxins range from 0.5 to 10 mg/kg body weight.
Diagnosis is typically done by isolating the toxin in the suspected food.

Daly et al. detected aflatoxin B1 using an inhibition assay on a Biacore sys-
tem in 2000 [50]. Aflatoxin B1 was conjugated to BSA and immobilized on
a dextran surface using EDC/NHS chemistry. Aflatoxin-containing samples
were then incubated with antibody in solution. This solution was then passed
across the sensor surface. Detections were demonstrated with this inhibition
assay for concentrations ranging from 3 ng/mL to 100 ng/mL. Dunne et al.
demonstrated in 2005 the ability to detect aflatoxin B1 using single-chain an-
tibody fragments (scFvs) [51]. An aflatoxin B1 derivative was immobilized on
a CM5 chip. Aflatoxin B1 was incubated with monomeric or dimeric scFvs,
and the solution was passed over the sensor surface. Detections ranging from
375 pg/mL to 12 ng/mL were demonstrated for the monomeric scFv. The
dimeric scFvs were able to detect concentrations ranging from 190 pg/mL to
24 ng/mL. The sensor surface also showed good agreement between 75 regen-
eration cycles.

5
Summary and Future Trends

SPR biosensors have been used to detect a wide range of food-related an-
alytes. Table 1 provides a summary of the studies listed in this review. SPR
sensors are at the forefront of sensing technologies capable of real-time,
quantitative detections. This makes them quite suitable as on-line monitor-
ing systems in food processing plants. Trends in the technology are pushing
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towards further automation of systems, miniaturization of sensing systems,
and high-throughput capabilities. Automated systems would allow for de-
ployment of a sensor for continuous monitoring of food-processing plants,
or for environmental monitoring. A portable SPR sensing system enabling
rapid detections of foodborne pathogens would greatly benefit producers,
processors, and distributors in the food industry. High throughput systems
would allow screening for a large number of analytes within a single sample.
Development of these SPR systems will require significant advances in minia-
turization of the sensing platforms, integration with microfluidic devices, and
the development of robust, highly specific biomolecular recognition elements.
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1
Introduction

Advances in the life sciences (e.g., genomics, proteomics, molecular engineer-
ing) have improved the treatment of a wide range of diseases, resulting in an
improved public health and a longer life expectancy. In developed countries,
lifestyle diseases such as cardiovascular disease have become a major public
health concern and one of the leading causes of mortality. Modern health care
increasingly involves diagnostic methods based on the monitoring of disease
biomarkers in bodily fluids, as some of these markers allow for identification
of a disease at its very early stage even before its symptoms can be found.
In addition, the monitoring of concentrations of biological markers in bodily
fluids can help determine predispositions for the disease and disease pro-
gression. Furthermore, the detection of biological markers can help redefine
the diseases and their therapies by shifting the emphasis of traditional prac-
tices of depending on symptoms and morphology to a more rational objective
molecular basis. While biomarkers for certain diseases are established and al-
ready in clinical use (e.g., prostate-specific antigen for prostate cancer), the
search for reliable diagnostic biomarkers for other diseases continues [1].
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Currently, most methods for the determination of biomarkers in bod-
ily fluids are carried out in hospitals or specialized laboratories. These in-
clude enzyme-linked immunosorbent assay (ELISA), chemiluminescent, im-
munofluorescent, radiological, and microscopic assays. The immunoassays
utilize antibodies as biomolecular recognition elements and, due to the ad-
vances in antibody engineering and synthesis of humanized antibodies [2],
present one of the fastest growing diagnostic technologies. However, these
methods are rather laborious and time-consuming and offer limited automa-
tion and integration of the various operational steps [3]. Detection formats
typically require labeling and the use of additional reagents to report bind-
ing of the analyte to the receptor [4]. The labeling prolongs assay time,
increases costs, and can disturb receptor binding sites leading to false nega-
tives. Moreover, fluorescent compounds are invariably hydrophobic, and in
many screening methods, background is a significant problem potentially
leading to false positives. Furthermore, at present there are no accepted im-
munoassay tests for certain serious diseases (e.g., cancer) that are sufficiently
specific, sensitive, fast, and economically sustainable.

An ideal screening platform should be rapid, sensitive, specific, robust,
simple-to-use, and have sufficient throughput to be widely applicable in med-
ical diagnostics. In addition, the determination of an analyte should prefer-
ably be carried out directly in tested samples (e.g., blood, plasma, urine,
saliva, cerebrospinal fluid) with limited or no sample preparation. Diagnos-
tic instruments allowing continuous monitoring of analyte concentration,
which is not possible using conventional homogeneous and heterogeneous
immunoassays, are also desirable. Biosensors present a promising alternative
to established diagnostic technologies and can potentially meet many of these
requirements. Surface plasmon resonance (SPR) biosensors offer a label-free
direct measurement platform for rapid screening of medically relevant ana-
lytes. Recent advances in SPR sensor hardware, biorecognition elements and
their immobilization, and sensor data analysis have made SPR biosensors
a strong candidate for development of new analytical systems for medical
diagnostics.

In the following section, we review the state of the art in applications of
SPR biosensor technology for detection of disease biomarkers such as anti-
gens and antibodies related to cancer, heart attack, and other diseases. Review
of SPR applications in the field of hormone detection and monitoring of drug
serum levels is also reported.

2
Cancer Markers

Early diagnosis is the key to successful treatment for most types of cancer.
Conventional diagnostic methods such as X-ray imaging, computer tomog-
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raphy, or ultrasound are not appropriate for early stage cancer diagnostics
because they detect already formed tumors. Detection of biological markers
of cancer that are produced as the cancer grows is a helpful tool in cancer
diagnostics and monitoring. For example, the prostate-specific antigen (PSA)
– a biomarker of prostate cancer – can be detected in blood even before the
cancer can be diagnosed by the conventional methods [5]. Diagnostic tests
based on detection of biomarkers are non-invasive and less expensive than
conventional methods such as biopsy of tissues (liver, kidneys, and testicles)
and examinations involving mammography, ultrasonography, X-ray imag-
ing instruments, or radiological and cytological devices. This makes cancer
biomarker tests more applicable to large scale population screening, or repet-
itive screening of an individual [6].

There is a vast effort in research laboratories worldwide to identify new
cancer biomarkers present in the circulatory system [7] and gene markers
present in the human genome [8]. In the past two decades, hundreds of thou-
sands of substances have been investigated as potential biomarkers for cancer
diagnosis, but only about 50 serological tumor markers are currently avail-
able [9] and only 12 cancer biomarkers are recognized by the US Food and
Drug Administration (FDA) [10]. Biomarkers of malignancy already in clin-
ical use include PSA as the marker of prostate cancer [11, 12], carcinoembry-
onic antigen (CEA) marker (colorectal, breast cancer) [13, 14], cancer antigen
(CA) marker CA 15-3 (breast cancer) [15], CA 125 (ovarian cancer) [16] car-
bohydrate antigen CA 19-9 (pancreas, colon, stomach cancer) [17], and alpha
fetoprotein (AFP) marker (liver, testicular cancer) [18]. Many other poten-
tial cancer markers such as beta hCG (testicular cancer), calcitonin marker
(thyroid cancer), and thyroglobulin marker (thyroid cancer) are under eval-
uation [8, 19, 20].

PSA is one of the most widely used cancer biomarkers. It is a chymotryp-
sin-like serine protease that is produced by epithelial cells of the prostate
gland and secreted into the prostatic fluid. Prostate-cancer invasion disrupts
the epithelial membrane barrier leading to elevated serum levels of PSA. De-
tection of PSA in blood can therefore be useful in the diagnosis of prostate
abnormalities and for evaluation of prostate cancer therapy efficacy [21]. Two
different forms of PSA are immunologically detectable: the free form (MW
34 kDa) and a complex with α-1-antichymotrypsin (MW 96 kDa). Diagnostic
assays developed for detection of PSA (e.g., enzyme-linked immunosorbent
assays) detect total PSA concentrations down to 0.1 ng mL–1 [22, 23].

An immunoassay for the detection of PSA in PBS buffer based on a dual-
channel SPR instrument with angular modulation (IBIS II) has been re-
ported [24]. This work compared direct and sandwich detection of PSA on
planar- and hydrogel-type sensor surfaces. Amplification with colloidal gold
and latex microspheres, respectively, was employed in the sandwich assay.
Sensor chips with carboxylated matrices of different thicknesses were used.
Mouse monoclonal antibodies against PSA were immobilized on the both
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types of chip surfaces via amine coupling chemistry. The first amplification
step consisted of incubation with rabbit anti-PSA polyclonal antibodies. In
experiments employing latex amplification, incubation with biotinylated goat
anti-rabbit IgG was followed with streptavidin-coated latex microspheres. In
experiments with gold microspheres, detection continued with immersion
in a solution containing goat anti-rabbit IgG-coated colloidal gold. The chip
with a thinner dextran matrix was found to lead to a higher sensor sensitiv-
ity for both the direct and sandwich detection formats. Specifically, detection
limits of 0.15 ng mL–1 and 2.4 ng mL–1 were determined for the detections

Fig. 1 Detection of PSA in buffer directly and using sandwich assay format. The signals
generated upon binding of the different partners [PSA (• bottom), biotinylated secondary
antibody (� middle) and 20 nm gold nanoparticles modified with streptavidin (� top)]
are shown for: a PSA concentrations varying between 73 pg mL–1 and 100 ng mL–1;
b PSA concentrations between 73 pg mL–1 and 20 ng mL–1 [25]
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Fig. 2 Sensorgrams and calibration curve for different IL-8 concentrations in saliva
supernatant premixed with 10 mg mL–1 of CM dextran sodium salt. a Sensorgrams
corresponding to enhanced detection by secondary antibody for different IL-8 con-
centrations (5 nM, 2 nM, 1 nM, 500 pM, 250 pM, and 0 pM labeled as A, B, C, D, E,
and F, respectively). b Calibration curve covering the IL-8 concentration range from 0
to 2 nM [26]

employing gold particle enhancement on planar-type and gel-type sensor
surfaces, respectively.

Huang et al. investigated detection of PSA using direct and sandwich im-
munoassay formats using an SPR sensor Biacore 2000 [25]. PSA-receptor
molecules consisting of a single domain antigen-binding fragment were co-
valently immobilized on the sensor surface via a mixed alkanethiol self-
assembled monolayer (SAM). PSA concentrations as low as 10 ng mL–1 were
detected in buffer. It was demonstrated that a sandwich assay involving a bi-
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otinylated secondary antibody and streptavidin-modified gold nanoparticles
lowered the limit of detection for PSA below 1 ng mL–1. Signal levels corres-
ponding to direct and amplified PSA detections in buffer are displayed in
Fig. 1.

Yang et al. [26] measured levels of interleukin-8 (IL-8) protein in the
saliva of healthy individuals and patients with oropharyngeal squamous cell
carcinoma using a Biacore X instrument. A sandwich assay using two mon-
oclonal antibodies, which recognize different epitopes on the IL-8, was used.
Monoclonal antibody against IL-8 was immobilized onto a dextran surface
via amine coupling chemistry. Saliva samples were first centrifuged to clar-
ify the supernatants. The supernatants were then aspirated and separated
from the cellular pellet. The detection limit for IL-8 was determined to be
2.5 pM (∼ 0.02 ng mL–1) for detection in buffer and 184 pM (∼ 1.5 ng mL–1)
for detection in saliva samples. Sensorgrams corresponding to IL-8 binding
at different concentrations and a calibration curve for secondary antibody-
enhanced detection of IL-8 (sandwich assay) are displayed in Fig. 2.

Nayeri et al. [27] presented an SPR (Biacore 2000)-based direct qualita-
tive detection of hepatocyte growth factor (HGF), which is an angiogenic
growth factor related to breast cancer, in reconstituted fecal samples from pa-
tients with infectious gastroenteritis (n = 20) and normal controls (n = 10)
(dissolved in distilled water at a dilution rate of 1 : 6). Mouse anti-human
HGF monoclonal antibodies and recombinant human HGF receptor were im-
mobilized on a dextran surface. The proportion of antibody-positive patient
samples detected by SPR correlated well with results obtained using ELISA.

3
Heart Attack Markers

Diagnosis of cardiac muscle injury relies on the detection of biomarkers such
as troponin I (TnI), troponin C (TnC), myoglobin, fatty acid binding protein
(FABP), glycogen phosporylase isoenzyeme BB (GPBB), C-reactive protein
(CP), urinary albumin, creatine kinase myocardial band (CK-MB), and brain
(B-type) natriuretic peptide in blood and urine [28–30].

Troponin complex is a heteromeric protein which plays an important role
in the regulation of skeletal and cardiac muscle contraction. It consists of
three subunits, troponin I (TnI), troponin T (TnT), and troponin C (TnC).
Each subunit is responsible for part of troponin complex function. For more
than a decade, the cardiac form of Tn I (cTn I) has been known as a reliable
marker of cardiac tissue injury. The greatest advantage of detection of cTn I
is its cardio-specificity [31].

Detection of human cTn I (29 kDa) in serum, utilizing direct and sandwich
immunoassay formats, was carried out by an SPR sensor with wavelength
modulation [32]. Biotinylated antibodies against cTn I were immobilized on
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an avidin layer created using amine coupling chemistry on an activated SAM.
Sensor responses to cTn I binding to immobilized antibody in serum samples
were compared with standard solutions containing known concentrations of
cTn I. Two detection modes for cTn I were demonstrated: (1) direct detection
of cTn I with a detection range of 2.5–40 ng mL–1, and (2) a sandwich assay
with a detection limit of 0.25 ng mL–1 and detection range of 0.5–20 ng mL–1.

Detection of myoglobin and cTn I markers was carried out using a home-
made two-channel multimode SPR fiber-optic sensor [33]. The two respec-
tive biomolecular recognition elements, human anti-myoglobin and human
anti-cardiac troponin I, were immobilized on a dextran surfaces via amine
coupling chemistry. Both myoglobin and cTnI were detected in buffer at con-
centrations lower than 3 ng mL–1.

4
Antibodies

Antibodies are soluble proteins (immunoglobulins) secreted by B-lympho-
cytes in response to exogenous and endogenous antigens. Antibodies specif-
ically bind to antigens to form antigen–antibody complexes. Antigens in this
complex are typically inactive and thus interaction of antigen with other host
molecules is blocked. These antibodies are referred to as neutralizing or in-
hibiting antibodies. In contrast, there are antibodies with a stimulating effect,
i.e., they activate bound molecules. An example of disease caused by activat-
ing antibody is Grave’s disease when antibodies function as ligands to cell
receptors. Presence of specific antibodies in the circulatory system can thus
serve as a biomarker of various diseases such as microbial infection, virus
infection, allergy, autoimmune disease, or tissue injury.

Direct detection of antibodies against Epstein–Barr virus (anti-EBNA) in
1% human serum was carried out using a wavelength-modulated SPR biosen-
sor (sensor setup description in [34, 35]). Synthetic peptides were used as
receptors and immobilized on the sensor surface in the form of BSA–peptide
conjugates via hydrophobic and electrostatic interactions [36]. A sensor cal-
ibration curve was established for an anti-EBNA concentration range of
0.2–2000 ng mL–1 (Fig. 3). The sensor response showed reproducibility better
than 82% for all concentrations and multiple chips and over 90% for meas-
urements performed on a single chip. The lowest detection limit for the direct
detection of anti-EBNA was found to be 0.2 ng mL–1. A procedure for regen-
eration of the sensor was developed and was demonstrated to allow at least
10 repeated anti-EBNA detection experiments without a significant loss in
sensor sensitivity. In addition, it was demonstrated that the sensor chips can
be stored for 30 days without deterioration in performance (Fig. 4) [37].

The presence of antibodies against human respiratory syncytial virus
(RSV) in 26 patient sera was detected using an SPR biosensor (Biacore 2000)
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Fig. 3 a Sensor response to anti-EBNA detection obtained from three individual sensing
channels on regenerated surface. b Sensor calibration curve [37]

Fig. 4 Sensor responses to anti-EBNA binding obtained using one sensor chip immedi-
ately after functionalization and after 30 days of storage [37]

by McGill et al. [38]. Monoclonal antibodies against the virus glycoproteins
(F- and G-glycoproteins) were covalently attached to a dextran matrix via
amine coupling chemistry and then used to immobilize the respective virus
glycoproteins. Serum samples isolated from patient respiratory tracts were
diluted in HBS buffer (1 : 10), filtered (0.22 µm filter), and injected into the
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sensor surfaces. It was shown that, in contrast to an immunofluorescence
assay, the SPR biosensor was capable of recognizing the antigenic differ-
ences between the two different contemporary genotypes of the virus (G- and
F- virus glycoproteins). In order to confirm that the material binding to virus
antigen was immunoglobulin, monoclonal mouse anti-human IgG was in-
jected after each serum sample. In all SPR measurements the detection of
antibodies was genotype specific.

Isotype-specific anti-adenoviral antibodies in patients dosed with adeno-
viral-based gene therapy vectors were detected using a Biacore 3000 by Abad
et al. [39]. In this assay, whole intact virus was immobilized on the sensor
surface (dextran matrix) using amine coupling chemistry. The binding of an-
tibodies from patient blood sera (1 : 10 diluted) was measured by SPR sensor
and ELISA. The results obtained by the SPR biosensor were consistent with
those obtained using ELISA.

Direct qualitative detection of antibodies against hepatitis G virus from
patient sera was presented by group the of Rojo [40]. A Biacore 1000 im-
munoassay utilized synthetic peptides, which were immobilized on dextran
surface via amine coupling chemistry. Sera from 38 chronic hepatitis C pa-
tients, 36 hemodialyzed patients and 110 control healthy individuals (1 : 100
dilution) were tested for the presence of specific antibodies. The results were
in good agreement with those obtained using ELISA.

The detection of antibodies against herpes simplex virus type 1 and type 2
(HSV-1, HSV-2) in 1 : 100 diluted human sera with HBS buffer using the Bia-
core X instrument is reported in the work of Wittekindt et al. [41]. Peptides,
used as a biorecognition element, were biotinylated and immobilized on the
streptavidin-coated sensor chip. Two peptides from a series of eight peptides
selected from segments of HSV-1 and HSV-2 gB, respectively were identified
as immunogenic. Employing both peptides, a good agreement between the
SPR biosensor and immunoblotting (reference method) was obtained (corre-
lation 83% and 86% for antibodies against HSV-1 and HSV-2, respectively).

An angular modulation-based SPR biosensor for syphilis screening has
been reported by Severs et al. [42]. Antibodies against the causative organ-
ism Treponema pallidum were detected in serum (1 : 20 diluted in Tris buffer)
using sensor chips coated with recombinant Treponema pallidum membrane
protein A (TmpA) and blocked with 0.1% gelatin. Direct and sandwich as-
say formats were used for detection. It was shown that the direct detection
of antibodies in serum was not sufficiently reproducible, most likely due to
non-uniformity of patient serum samples. In contrast, the results obtained
with the SPR sandwich assay for ten blind-coded sera corresponded well with
conventional syphilis tests (Trepanema pallidum haemagglutination assay,
fluorescent treponemal antibody-absorbed test, venereal diseases research
laboratory flocculation test, and TmpA-based ELISA test).

Monitoring plasma levels of anti-protein S antibodies following Varicella–
Zolter virus infection has been reported by Regnault et al. [43], who used
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an SPR sensor (Biacore X) to detect the presence of antibodies to protein S
in infected patients [44]. Immobilization of protein S and IgG, respectively
on dextran surfaces was carried out using amine coupling chemistry. Direct
qualitative detection of antibodies was performed in diluted plasma (1 : 5) of
patient sera samples each day during a 45-day infection. Twelve plasma sam-
ples from healthy patients were used as a control for potential non-specific
binding.

Direct and sandwich format detection of antibodies against glucose 6-
phosphate isomerase (GPI) in synovial fluids of rheumatoid arthritis and
osteoarthritis patients (diluted 1 : 100 in HEPES) using a Biacore 2000 is
presented in the work of Kim et al. [45]. Recombinant human GPI pro-
teins produced from E. coli were immobilized on the dextran sensor surface
via amine coupling chemistry. The synovial fluid samples from rheumatoid
arthritis patients showed a significantly higher level of antibodies binding to
the recombinant GPI proteins than samples from osteoarthritis patients.

Wilkop et al. reported the use of an SPR imaging sensor and a micro-
contact printed array for parallelized detection of antibodies against cholera
toxin (CT) [46]. Immobilization of the toxin was performed by combining
the microprinting method with the covalent linkage of the protein to NHS-
activated terminal groups on a self-assembled monolayer of thiols. Detection
of anti-cholera toxin IgG (anti-CT IgG) was demonstrated for antibody con-
centrations ranging from 10 to 100 µg mL–1, Fig. 5.

An assay for diagnosing type I diabetes mellitus based on the detection
of anti-glutamic acid decarboxylase (GAD) antibodies in buffer by a Bia-
core 2000, is presented in [47, 48]. Biotinylated GAD was immobilized on
a streptavidin-coated surface. The effect of mixed SAM composition (dif-
fering in ratios of hydroxyl- and carboxyl-terminated alkanethiols) on the
sensitivity of the sensor was investigated. On SPR sensor chips prepared
with the optimized SAM composition (10 : 1 ratio of 3-mercaptopropanol
to 11-mercaptoundecanoic acid), a concentration of anti-GAD as low as
0.75 µg mL–1 was detected.

An SPR sensor-based detection of antibodies against granulocyte macro-
phage colony stimulating factor (GM-CSF) was performed in the work of
Rini et al. [1]. GM-CSF is cytokine that is involved in human immunother-
apy protocols for various cancers including prostate cancer [49]. Antibodies
against GM-CSF were induced in prostate cancer patients by repeated admin-
istration of GM-CSF and their presence in patient sera was monitored using
a Biacore 2000 (sera diluted 1 : 5) and ELISA (sera diluted 1 : 20). The GM-
CSF antigen used as a biomolecular recognition element was immobilized on
the carboxymethylated dextran on the surface of the SPR sensor via amine
coupling chemistry. The measurements performed using the SPR biosensor
revealed that all 15 prostate cancer patients treated with GM-CSF produced
GM-CSF reactive antibodies, which was in agreement with reference ELISA
measurements.
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Fig. 5 Detection of anti-CT antibodies with printed CT proteins. a Images of printed
CT patterns before and after incubation with increasing amount of anti-CT antibodies
(background corrected). From left to right: sensor surface before incubation with anti-CT;
after exposure to anti-CT (0.001 mg mL–1); and after exposure to anti-CT (0.002 mg mL–1)
b Concentration-dependent response to anti-CT binding to CT (measuring surface) and
BSA (reference surface), respectively [46]

Direct detection of antibody against insulin in patient sera using an SPR
sensor Biacore 2000 is presented in [50]. Purified human insulin was used as
a biorecognition element and immobilized on the sensor surface via amine
coupling chemistry. Test sera samples were pretreated to remove insulin and
filtered before SPR measurements. Insulin antibodies were detected in eight
selected patient sera samples and fell in the range 2.91–16.3 µg mL–1.

5
Hormones

Monitoring concentrations of female hormones is important for female dis-
ease diagnostics as well as for fetal health monitoring. The most important
female cycle biomarkers, which are typically measured in clinical laboratory
tests or commercial test strips, include follicle stimulating hormone (FSH) as
a marker of non-pregnancy, luteinizing hormone (LH) as a marker of ovu-
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lation, and human chorionic gonadotropin hormone (hCG) as a marker of
pregnancy.

Direct detection of hCG in buffer in the concentration range 0.05–1 µg mL–1

was demonstrated using a wavelength modulation-based SPR sensor, Fig. 6.
A regeneration protocol was developed that allowed repeated use of the sen-
sor with measurement reproducibility over 90%. The same group used an SPR
imaging instrument with antibodies against hCG covalently immobilized to
a mixed SAM to detect hCG at concentrations lower than 500 ng mL–1 [51].

Ladd et al. reported SPR sensor-based detection of hCG [52], exploit-
ing a DNA-directed antibody immobilization method. The immobilization
consisted of non-covalent attachment of streptavidin to a biotinylated SAM
followed by binding of biotinylated oligonucleotides to available streptavidin
binding sites. Antibodies chemically modified with oligonucleotides with
a complementary sequence were finally attached to this surface via DNA
hybridization. The detection limit for direct detection of hCG in buffer by
a dual-channel SPR sensor with wavelength modulation was determined to be
0.5 ng mL–1.

Detection of estrone and estradiol in buffer using SPR sensors Biacore 2000
and Biacore 1000 was carried out by Coille et al. [53]. Analyte–BSA conju-
gates and BSA were immobilized in the sensing and reference channels of
a sensor chip, respectively, using NHS-esters. Analyte concentrations detected
using inhibition format in this work were in the range 0.01–3000 ng mL–1.

Fig. 6 Sensorgrams corresponding to binding of hCG at various concentration on anti-hCG
immobilized on the sensor surface and hCG-sensor calibration curve
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Miyashita et al. [54] present an SPR Biacore X-based immunoassay for the de-
tection of 17β-estradiol in buffer. The assay was performed in an inhibition
format, in which 17β-estradiol BSA conjugates were immobilized on the sen-
sor surface and the binding of antibody to 17β-estradiol conjugates on the
surface was measured. The 17β-estradiol was detected in the concentration
range 0.47–21.4 nM (∼ 0.14–6.4 ng mL–1).

6
Drugs

Therapeutic drug monitoring is very important for treatment of many seri-
ous diseases (e.g., HIV [55], heart failure [56], Parkinson’s, malaria, cystic
fibrosis, diabetes mellitus [57], etc.) and for treatment of pregnant women,
children, and patients with special conditions (e.g., pre-existing liver damage)
where routine recommended dosing is not always appropriate.

An inhibition assay for the detection of anticoagulatory coumarin deriva-
tive 7-hydroxycoumarin (7-OHC) using a Biacore SPR sensor and competitive
assay was presented by Keating et al. [58]. A 7-OHC conjugated with BSA
was immobilized on a carboxymethylated dextran sensor chip via amine
coupling chemistry. Serum samples (diluted with buffer) were premixed
with a polyclonal anti-7-OHC antibody and injected over the sensor surface.
The binding of excess antibodies to the immobilized conjugate generated
a sensor response inversely proportional to the 7-OHC concentration. The
assay had a measuring range of 0.5–80 µg mL–1. This immunoassay exhib-
ited reproducibility and sensitivity comparable to established methods of
analysis.

Fitzpatrick et al. detected oral anticoagulant warfarin using a Biacore
3000 SPR sensor and an inhibition assay [59]. 4′-Aminowarfarin or 4′-azo-
warfarin–BSA was immobilized on a dextran matrix via amine coupling
chemistry. Detection of warfarin was performed in plasma ultrafiltrate (di-
luted 1 : 100) in a concentration range of 4–250 ng mL–1. The observed cali-
bration curve and residual plot are shown in Fig. 7. A procedure for regener-
ation of the sensor chips was established, allowing for more than 70 binding
cycles.

Direct detection of a cytokine protein, recombinant human interferon-γ ,
using an IBIS SPR sensor is presented in [60]. Several types of sensor
chip coatings, including self-assembled monolayers and hydrogel-derivatized
SAMs, were characterized in terms of their ability to resist non-specific ad-
sorption from plasma. The best results with respect to plasma adsorption
and surface regenerability were obtained with antibodies immobilized on the
dextran-modified 11-mercaptoundecanoic acid SAM. The detection limit for
detection of human interferon-γ in 1 : 100 diluted plasma was established at
250 ng mL–1.
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Fig. 7 Calibration and residual plot for the inhibition assay-based detection of warfarin in
plasma ultrafiltrate (n = 3). The mean normalized response value (RAG/R0) at each ana-
lyte concentration from three independent assays was used to calculate the calibration
curve and to determine the assay variation [59]

Detection of low molecular weight heparin oligosaccharide (Fragmin),
which is an antithrombotic agent, was demonstrated using purified mono-
clonal antibodies immobilized via amine coupling chemistry onto the surface
of a Biacore 3000 [61]. Monoclonal antibodies were immobilized on a sensor
surface prefunctionalized with Fragmin–HSA conjugates. The detection limit
for Fragmin in PBS buffer was determined to be 125 nM (∼ 625 ng mL–1).

The Sakai group [62] developed an SPR sensor-based inhibition im-
munoassay for detection of morphine in buffer and in 1% human urine. They
used an SPR sensor SPR-20 and immobilized morphine–BSA conjugates on
the gold surface via physical adsorption. The addition of morphine to the
anti-morphine antibody solution was found to reduce the SPR signal because
of the inhibition effect of morphine. The detection limit of morphine in 1%
urine was established at 2 ng mL–1.

A Biacore 1000 inhibition assay for the detection of morphine-3-glucuron-
ide (M3G), the main metabolite of heroin and morphine, was demonstrated in
buffer and diluted urine by Dillon et al. [63]. M3G–ovalbumin conjugate was
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immobilized on a dextran matrix via amine coupling chemistry. Two poly-
clonal antibodies were produced, purified, and tested for M3G detection. The
range of detection of M3G in buffer and in urine (diluted 1 : 250) was found
to be 0.7 and 24.4 ng mL–1, respectively.

7
Summary

Recently, we have witnessed an increasing effort to exploit SPR biosensor
technology for medical diagnostics. Detection of a variety of disease biomark-
ers, hormones, and drugs at clinically relevant levels has been demonstrated.
Although many of these detection experiments were performed in pure
model samples with minimal or no matrix interferences, clinical samples have
also been tackled, Table 1.

It is expected that advances in SPR sensor instrumentation (reducing size,
improving sensitivity, increasing throughput), biorecognition elements and
methods for their immobilization (increasing sensitivity and specificity) will
lead to new systems for rapid detection and identification of disease biomark-
ers. These will further extend the applicability of SPR biosensor technology in
medical diagnostics.
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